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I Linux HPC Clusters : Interconnects

Cluster Mgmt CMU, CT, Scali, Rocks
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Top500 list breakdown by interconnects™=

InfiniBand is dominant as a high
speed interconnect: low latency,
high bandwidth, and scalability
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I What is InfiniBand (IB)?

s a an industry standard, channel-based
architecture that teatures high- speed,
low latency interconnects for cluster

computing infrastructure
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INFINIBAND™

TRADE ASEOCIATION
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IBA Players - 2011 O]
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Components of an IB architecture

Switches
Routers
Servers

HCA — Host channel Adapters
Subnet Managers

+ cables, connectors, QSFP
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Switches and Routers

IB switches route messages from
their source to their destination
based on routing tables.

The exact format, content, and
organization of these tables in
the switch hardware is vendor-
specific.

Messages are divided into packets for transmission on links and through
switches.

The Maximum Transfer Unit: 2568, 1, 2, 4KB

Switch size, number of ports, links supported, multicast support are
vendor-specific.

IB Routers = forward packets from one subnet to another without
consuming or generating packets.



End Nodes

Generally they are the servers that access the 1B

Theory: are the host systems (servers%or devices (network adapters,
storage subsystems) that access the IB.

Any two end-nodes can communicate to each other on the IB fabric using
the IB specitications.

HF BL440c Server Blada

HP 4x DDR 16 HCA

mezzanine card
= eees coo=o

HP 7000 enclosure
with blades HP 4x DDR 16 Interconnect Switch



I Channel Adapters B
Host Channel Adapter

An HCA can be a card installed in an expansion slot or
integrated onto the host’s system board.

An HCA can communicate directly with another HCA,
with ﬂ target channel adapter, or with an InfiniBand
switch.

Has a collection of features that are defined to be
available to host programs. ( called verbs)

Target Channel Adapter

A TCA is used to connect an external device (storage unit
or |/O interface) to an InfiniBand infrastructure



Subnet Management

An InfiniBand subnet requires a Subnet Manager :

Role of the Subnet Manager :
discovery of all the IB links
Link management ( activating, routing tables ..)
Configuring the ports

Monitoring and Reporting Performance

No Subnet Manager => Infiniband Subnet is Down
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I Manager and Agents pr

IBA Management is composed from managers
and agents.

Managers are active entities

Agents are passive entities that respond to
messages from managers.

Every Subnet contains only one MASTER
SUBNET MANAGER (on one node or switch)

There is exactly one Master SM, and other SMs
are Stand By SMs(or in Not Active State).



Where does the SM run ? RS

Subnet Management software can be located on :
An Infiniband switch with an embedded Subnet Management Board (SMB)

Such a switch is called ‘Internally Managed Switch’

A linux server running the Subnet Management software

( available with OFED, the OpenFabrics Entreprise Distribution )

= Have at least two subnet managers for availability

Switches with an embedded SMB are called ‘Internally Managed Switches’
Switches without an embedded SMB are called ‘Externally Managed Switches’



I Master SM Functions o

It discovers and

Assigns local ID

initializes the network

s (LIDs) to all elements

Determines path MTUs

Loads the switch routing tables that determines the
paths from endnode to endnode

Asks for information each Subnet Mangement

Agent tfrom eac

n host.
he subnet to detect additions (hot

Scans regulor?/ |
plugs) and dele

ions (hot unplug)
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Infiniband Architecture

TCA: Provide Gateway to

Subnet manager Ethernet or FibreChannel
Networks

IB routers

Each subnet must have a subnet manager
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I InfiniBand Addressing Q]

Each component must be addressed, similar to Ethernet MAC
addresses

GID at the Fabric level :

Subnet Prefix 64 bits
GUID 64 bits - Global Unique Id
GID = Subnet Prefix + GUID

LID at the Subnet level :

LID 16 bits - Local ID

page 16



Signal Links 8/10 > 64/66 (a2

Signal Rate is 2.5 Gbit/s or
Infiniband supports Single, Double and Quad Data Rate

2.5 Gbit/s 2 Gbit/s
5 Gbit/s 4 Gbit/s
10 Gbit/s 8 Gbit/s

Infiniband will support FDR( released this year) and EDR (201 3)

14.0625 Gbit/s 14 Gbit/s
25.78125 Gbit/s 25 Gbit/s




Link Width Q)

Link width is equal with the number of channel pairs used by an IB link
The link width can have 1, 4 or 12 Channels Pairs
Each pair is defined by a send channel and a receive one

Send and receive
lanes use encoded,
differential signaling.



Link Speed

Link Speed = Link Width * Signal Rate
The following bandwidth can be reached
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2 Gbit/s 4 Gbit/s 8 Gbit/s 14 Gbit/s 25 Gbit/s
8 Gbit/s 16 Gbit/s 32 Gbit/s 56 Gbit/s 100 Gbit/s
24 Gbit/s 48 Gbit/s 96 Gbit/s 168 Gbit/s 300 Gbit/s

The CURRENT OLD Technology us 4X QDR

The CURRENT NEW Technology is 4xFDR.

QUESTION: WHY DID WE STOP AT 4X QDR.

Why not 12 X QDR?




ANSWER : THE PCl ©

~250MB/s
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5.0GT/s

4Gb/s

~500MB/’s |

4GB/

8GB/s

~1GB/s

2 Gbit/s

4 Gbit/s

8 Gbit/s

14 Gbit/s

25 Gbit/s

8 Gbit/s

16 Gbit/s

' 32 Gbit/s

V56 Gbit/s

100 Gbit/s

24 Gbit/s

48 Gbit/s

96 Gbit/s

168 Gbit/s

300 Gbit/s

December 3, 2012
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Point-to-point QDR bandwidths
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A\ XX XX
Mellanox Mellanox ke ot QLOGIC QLOGIC
HCA SW SW HCA SW
HCA | 3.2GB/s | 3.2GB/s | 3.2GB/s ? 3.2GB/s
SW | 3.2GB/s 4.0GB/s 4.0GB/s X X
SW| 3.2GB/s | 4.0GB/s | 4.0GB/s | 3.2GB/s | 1.0-4.0GB/s
HCA ? X 3.2GB/s | 3.2GB/s | 3.2GB/s
SW | 3.2GB/s X 1.0-4.0GB/s | 3.2GB/s | 4.0GB/s

O
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FDR — Roadmap & Ecosystem
- Signal rate enables preservation of most of the
ecosystem & very fast time to market

» Preserved from QDR
Chassis & Midplane

Cables (max distance might be slightly reduced)
Physical connectors (QSFP+)

* New
HCA & Servers (PCl Gen 3)

Line & Fabric cards

» Availability > Q3 2011

HP Confidential - NDA Required




ardware is nothing w/o software

OpenFabrics Alliance: http://www.infinibandta.org/

1% frent okt Wrierganes [ 21}

] 7m0 e | icBGEBB B
Member Login Get Your Product OFA Tested!

/2 The OpenFabrics Aliance - Open-source software stack for Linux and Windows. - Microsoft Intemet Explorer provided by Hewl

w & o/ lmwopeeiabcs o/

Join our mailing lists to gain access o
to essential ROMA information and material.

OPENFABRICS
ALLIANCE Ifyour organization manufactures, markets or uses ROMA technologies,

become a member of the OpenFabrics Aliance today!

[N
ABOUTUS = RESQURCES PRESS & EVENTS =~ DOWNLOADS DEVELOPER TOOLS = BLOG JOIN THE ALLIANCE

share | %5 »
Who is the OpenFabrics Alliance?

The OpenFebrics Allancs (0%4) develops, tests,lcenses, supaorts and disribites
OpenFabrics Enterpiise Distibuton (OFED™) open source softwa'e o high-
performance lon atenc

OFA also provides forums for edicafion, faining and colaboraive roadmap e
devslopmert relstedto CFED and use ofhe coftaare 3y OEH anc enc users Aclianct

Whatis OFED? AR Win up {0/S1500188

OpenFabrics Enterprise Distibuton (OFED™)is & downloadable, networking open-source softaare
package thatimplements Remate Ditect lemory 42cess (RDNA) and kemel bypass mezhanisms to
delier high-ficiency compuling, wire-speed messagng, Jit latencies and fast 12
for servers, block storage and fil sys:ems. OFED downloads ere available for Lnuxand Windows
through GPL or BSD licensiny

Benefits of the OpenFabrics Alliance's OFED software

Most Interesting 0 FED
DeploymentContest

e . .
Programming with
Leverages RDMA tecanology and makes efficient use cf CFUs and memary p
g sl sndd Hghetomince 0 Schndlges on il endr OpenFabrics Sofware

Improves aplication perbrmance and preducivityup to 104 Training Courses
Cuts hardware costs by @ mJch 35 50 percert byincreasing server and CPU eficiencies
Reduces capital expenses ard operaling expenses

Decreases floor space, electic power and coling capaciyrequiredin te data center

Join Us in Monterey!

Why join? ﬁmmm ics Alliance E

Naboo planet found here, among many other Promoters:

| |

FLEXTROMNICS (ﬁﬂ)
lance

£INFINBAND” (intel

Uity of Cilitvrin
Lawrence Liv
National Labx

SLIN

Lampray Mqur ki Img

23 HP Confidential



About OpenFabric.org, OFED o

OpenFabrics.org is a ‘not for profit ‘alliance committed to develop Open Source
transport independent stacks using RDMA technology.

Target market : HPC and storage.
Focus on Infiniband and iWARP, Linux and Windows

OFED (OpenFabrics Enterprise Distribution) is the name of the software
packages, released by the OpenFabric Alliance

OFED is the strategic direction for Infiniband

1. Adopted by all Infiniband hardware vendors

2. Included in Linux kernel

page 24



IB Software p

InfiniBand, like Ethernet, uses a multi-layer
processing stack to transfer data between
nodes.

IBA provides OS-bypass features
communication processing duties
RDMA operations as core capabilities

offers greater adaptability through a variety of services and
protocols.

Drivers and HCA stacks are available for Linux,
Microsoft Windows, HP-UX, Solaris



1B Layers

Infiniband Node

Application Layer

Application .
Layer Presentation Layer
Transport Session Layer
Layer Transport Layer
Internet Network Layer
Layer Data Link Layer
Link Layer Physical Layer

Infiniband Switch

O |

invent

Infiniband Node

Infiniband Router




IB Layers (A

ULP (Upper Layer Protocol): works close to the OS gnd
appl(gccﬁ)’rl? n. Itéefines%ow) much so!’rware overhead will be
required by data transter

Transport Layer: is responsible for the communication
between the applicatiops. It splits the messages into data
%qylc;?ds and encapsulates each data payléad and an
identitier of the desfination node into one ‘or more packets.

Network lLayer: selects a route to the destination node and
attaches the route intormation to the packets.

Po’ro Link Layer: attaches a Jocal identifier (LID) to the packet
or communication at the subnet level.

P.hysiﬁ)l Loycfr: ’rr?]nsforms ’rbe packet into an electromagnetic
signal based on the type ot network media—copper ortibre.



I Message Passing over IB Layers

Source Node

Upper Layer Protocol

Message )

[
Transport !

Network H—=3

Data Link @03

Physical B>lTJ<0

L .

14

1.

InfiniBand™ Switch

Destination Node

Upper Layer Protocol
Message,
(e
Transport b2

Network W3

Data Link G« 03

InfiniBand Link

Physical l«I>{




I The real FORCE : 2

Remode Direct Memory Access

RDMA is a data exchange technology that
improves network performance by streamlining
data processing operations.

RDMA provides a faster path tor applications to
transmit messages between network devices

Can be applied to both Ethernet, TCP and IB
supporting SDP, iSER, NFS, SRPand MPI.



RDMA

RDMA was basically develoFed to move data from memory from one
computer into the memory of another with minimum involvement from

their processors

The RDMA protocol allows a system to place transterred data directly
into its final memory destination without additional or interim data
copies into system buffers and minimal work by the OS kernel

This “zero copy” or “direct data placement” (DDP) capability provides
the most efficient network communication possible between systems.

‘_

Memory Chipset ) CPU
NOTE: The actual number of \
memory copies varies depending on Network |/F

OS5 (Example: Linux uses 2). I



RDMA - IB

'he Principle is the same as in Ethernet.

'he ditference is that the HCA requires prior
loading of both software drivers (vendor specitic)
and the communication stack that is OS specitic
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I Sending Host i I
i Memory Chipset CPU I i Memory
| N
|

| IB ||
| HCA | |
Py e P "

Ch 1 TX/RX Prs

Ch 2 T:{iR}{ Prs 4x InfiniBand Link

Ch 3 TX/RX Prs
Ch 4 TX/RX Prs

Receiving Host

\Chipsei

1B
HCA
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Message Passing Intertace

MPI protocol is a library of calls used by applications in a
parallel computing environment to communicate between
nodes.

Code is executed across multiple nodes simultaneously

MPI tacilitates the communication and synchronization
among these jobs across the entire cluster.

There are several implementations of MPI on the market:
HP-MPI
Intel MPI
Publicly available versions such as MVAPICH2 and Open MPI

MPI has become the de-facto IB ULP standard



I MPI Communication o

Movement of data depends on relative location of
destination and interconnect. Paths are:

Communication within a Node (shared memory)

Communication from Node to Node over TCP/IP

Communication from Node to Node over high speed
interconnects InfiniBand, Quadrics, Myrinet

page 33



MPI| Communication within a Node

Bus

To Send data from Core 1 to Core 4:
Core 1 -> Core 1 Local Memory
Core 1 Local Memory* -> System Shared Memory* *
System Shared Memory -> Core 4 Local Memory
Core 4 Local Memory -> Core 4

*The operating system makes Local Memory available to a single process

**The operating system makes Shared Memory available to multiple processes

page 34



MPI Communication to another Node [}
via TCP/IP

Bus Bus

TCP/IP

To Send data from Core 1, Node 1 to Core 1, Node 2:
Core 1, Node 1 > Core 1, Node 1 Local Memory
Core 1, Node 1 Local Memory -> Node 1 Shared Memory
Node 1 Shared Memory -> Interconnect
Interconnect -> Node 2 Shared Memory
Node 2 Shared Memory -> Core 1, Node 2 Local Memory
Core 1, Node 2 Local Memory -> Core 1, Node 2

The core is used to send data to the TCP/IP Interconnect

page 35



MPI Communication to another Node Q]
via INFINIBAND 77

RDMA RDMA

Interconnect

To Send data from Core 1, Node 1 to Core 1, Node 2:
Core 1, Node 1 -> Core 1, Node 1 Local Memory
Core 1, Node 1 Local Memory -> Node 1 Shared Memory
Node 1 Shared Memory -> Interconnect
Interconnect -> Node 2 Shared Memory
Node 2 Shared Memory -> Core 1, Node 2 Local Memory
Core 1, Node 2 Local Memory -> Core 1, Node 2

page 36
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10G vs InfiniBand — when to use what?

InfiniBand is best for:

Customers looking for lowest latency end-to-end

MPl-based HPC applications, or other applications that are/can be
implemented on Verbs AP

Customers need more than 10Gbps on the fabric
4X QDR IB provides 40Gbps (32Gbps data) bandwidth

10GE Ethernet is best for:

Customers deploying scale-out computing for enterprise and
virtualization applications

Need more performance than 1G Ethernet, but do not want to add
InfiniBand into their environment

December 3, 2012 37
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Non blocking tabrics

Fully non blocking tabrics
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I Fully nonblocking tabrics me

Fabric can be designed to be tully nonblocking

Full bandwidth from every server to every other server
anywhere in the fabric

By design, all single switches are fully nonblocking

or you can design the Fabric with a block factor.

page 40



8 Blade enclosures ( C7000) |
a 128-node Blade cluster using 36-port switches ()|
tull Non-blocking bandwidth layout

16 blades BL460c per C7000, 1 HBA per Bl460c
1 blade infiniband switch 36 ports per C7000

4 core switches

4 cables (4X)

8 Edge Switches
e ¢

4 Core Switches
16 uplinks from each blade IB switch “ S

M . . — g i l-..
each blue line is 4 4X links P
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total bandwidth : 2560 Gb/S

TG %
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Non blocking tabrics

Fully non blocking tabrics
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I Blocking Factor o

Fabric can be designed to be partially blocking. There are less
switches and it infroduces less bandwidth

Typically reduced bandwidth comes from the Leatf switch by using
more ports to connect servers than to connect to the Root switch

No impact on latency

Blocking will be visible when there is contention on the links
between the Leaf switches and Root switches

Servers may have full bandwidth if there is no contention



8 Blade enclosures ( C7000)

a 128-node Blade cluster using 36-port switches D]

with half bandwidth (2:1 oversubscription )

16 blades BL460c per C7000, 1 HBA per Bl460c
1 blade infiniband switch 36 ports per C7000

2 core SW”CheS 8 Edge Switches 4 ca bles (4X)
) ) e
8 uplinks from each blade IB switch
each blue line is 4 4X links T
2 Core Switchesz
:L?_(){_Dﬂimim_ HP <7000 Erlbclou ru_l ._F-IIF c?OOO EI:C{NUII'U = :“I—Il-]rr”n /. pEE
IﬁHPm&O:G& lePBI.st:Gﬁ 14 HP BL280c G&
server blodes 1 servor blades |
o/ GOR HCAs ‘ w.u ommm I e L w/ix GORHCA: | TS M
Bl . *’Q

< S
T 't“'g'\

TN o
E AL s e /

total bandwidth : 1280 Gb/S TR L
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Lot of variants are possible

~60% blocking factor
16 blades BL460c per C7000
1 blade infiniband switch 36 ports per C7000

5 core switches
each blue line is 2 4X links

total bandwidth : 1600 Gb/S

~33% blocking factor
16 blades BL460c per C7000
1 blade infiniband switch 36 ports per C7000

2 core switches
each blue line is 3 4X links

total bandwidth : 960 Gb/S

page 45

2 cables (4X)

8 Edge Switches \Z
T 5 Core Switches
=

3 cables (4X)

8 Edge Switches

AN




which one ?

At HP, we support 2:1 or 1:1 bandwidth configurations in blades or rack-
mount server clusters, other on request.

For many applications, 2:1 oversubscription is the cost effective hardware
configuration

- 11 is preferred for HPC datacenters who run large number of various HPC applications

- 2:1 is preferred for HPC datacenters who focus on a few workloads where latency is a
primary factor for performance

Other factors affect the performance
- the application itself
— MPI implementation
~ IB Routing algorithm,
— Batch scheduler
- User experience, efc, ...
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