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e Signature: User routines scaling but MPI time blowing ur;
I IssueNot enough to compute in a domain
AWeak scaling could still continue
I IssueExpensive collectives
I Issue:Communication increasing as a function of tasks
v Signature: MPI_Sync times increasing
I Issueload imbalance
A Tasks not having a balanced role in communication?
A Tasks not having a balanced role in computation?
A Synchronous (singieriter) I/O orstderr1/O?






v ldentifythe causeby additionalmeasurementandtests
I Decompositioncommunicationdesign,additionalduties
(i.e. 1/0)?
« Unfortunately algorithmic, decomposition and data
structure revisionsre often neededto fix load balance
ISsues

I Dynamic load balancing schemas
I MPMDstyle programming



¢ Sharednemoryprogramming({OpenMP) inside aode,
messageassingietweennodes

¢ Reduceghe numberof MPItasks- lesspressurefor load
balance

v Maybe doablewith verylittle effort

I However inmanycasedargeportionsof the codehasto
be hybridizedto outperform flat MPI

A In order to reachvery big core counts one needsto be readyto
start tacklingthis

¢ Needsexperimentationwith the bestthreadsper-task
ratio, carewith thread affinities, etc



REDUCING PARALLEL OVERHEAD



¢ Remoteaccesgoverthe interconnec) isfar from
homogeneous
I Threelevelnetwork on CrayXC ,slandson Infinibandetc

¢ Rankplacementdoesmatter: placethe ranksthat
communicatethe mostonto the samenode

@ Changing rank placement happens via environment
variables on the batch job script
I S0 easy to experiment with that it should be tested with
every application

I For exampleCrayPATs able to make suggestions for
optimal rankplacement, enabled with the environment
variableMPICH_RANK_ REORDER_METHOD



e Use nonblocking operations and try toverlap
communication with other work
I PostMPI_Irecwcalls before theMPI _Isenctalls to avoid
unnecessary buffer copies and buffererflows
¢ Bandwidth and latency depend on the used protocol
I Eageror rendezvous
A Latencyand bandwidthhigherin rendezvous
I Rendezvous messages usually do not allow for overlap of
computation and communication, even when using aion
blocking communication routines
I The platform will select the protocol basing on the
message size, these limits damadjusted
AE.g on CrayxCMPICH_GNI_MAX_EAGER_MSG_SIZE



v ReducingMPltasksby hybridizingwith OpenMP idikely
to helphereaswell

o Seelf you canlive with the basicversion of a routine
iInsteadof avectorversion MPI1_Alltoallv  etc)

I May be fasterevenif sometaskswould be receiving
unrefenceddata
v In case ofrerysparseMP | _ Al | pbimt-ebdpdinvofr s
one-sidedcommunicatiormayoutperformthe collective
operation



e Use nonblocking collectives (MPI_lalltoall,...)

I Allow for overlapping collectives with other operations,
e.g. computation, I/O or othey,
communication

I May be faster
than the blocking
corresponds even withou

the overla
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I Replacement is trivial 8 Message size [B]
. .. MPI_lalltoall, 1024 cores Cray XC30
v Seethe documentationof your MPllibrary for tunable

parameters andtest the impactof them

I E.g onCrayXCincreasethe valueof
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ADDRESSING 1/0 BOTTLENECKS



o Parallelize your I/O !
I MPI 1/O, I/O libraries (HDF5, NetCDF), hamitten

schemas,...
I Without parallelization, I/O will be a scalability bottleneck

In every application
v Try to hide 1/0O (asynchronous I/O)

1/O I/O 1/O 1/O

beem Bam : :
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v

Striping pattern of a file/directory can queried or set
with the Ifs command

Ifs getstripe <dir| file>
Ifs setstripe —c countdir

I Set the default stripe count for directodir to count

I All the new files within the directory will have the
specified striping

I Also stripe size can be specified, saan Ifs for details

Proper striping can enhance I/O performance a lot



Writing a single file on a Cray XC40 (4 PB DDN Lustre, 141 OSTS)
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e Findthe optimaldecomposition& rankplacement

I Loadbalanceis establishedat algorithmicand data
structurelevel

e Usenon-blockingcommunicationoperationsfor p2p and
collectivecommunicationboth

v Hybridize(mix MP1+OpenMPihe codeto improveload
balanceandalleviatebottleneckcollectives

v Alllargescalefile I/O needsto be parallelized
I 1/O performanceis sensitiveto the platform setup
I Dedicated/O ranksneededevenfor simplel/O
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Find bestperformingcompilersand compiler flags
Employtuned librariesvherever possible
Find suitable settings fanvironment parameters

Mind thel/O
I Donot checkpointtoo often
I Donot askfor the outputyou do not need



@ Mind the applicationperformance it is forthe benefit of
you, other usersandthe serviceprovider

v Profile the code and identifthe performancassues
first, before optimizinganything
I “Premature code optimizat.
v Serial optimization is mostly about helping the compiler
to optimize for the target CPU
I Good cache utilization crucial for performance, together
with vectorization
¢ Quiteoften algorithmic or intrusive design changes are
needed to improve parallecalability

I Toutilize cutting-edgesupercomputersone mustbe
readyto start tacklingthese



e Tryto applythis stuff yourselt
I E.gdothe lastsectionfrom the optionallabs
v CSCunsanexhaustiveset of HPCoursese.g

I AdvancedParallelProgrammingriextrun in February
2019)

I Advancedrlhreadingand Optimization(nextrun in April
2019)

I seewww.csc.fi/training
v ThePRACE Training Cent&twork providesHPC

trainingopportunitieselsewherein Europesee
www.training.prace-ri.eu



