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Recall: Identifying scalability bottlenecks from 
performance analysis data

Signature: User routines scaling but MPI time blowing up

ïIssue: Not enough to compute in a domain

ÁWeak scaling could still continue

ïIssue: Expensive collectives

ïIssue: Communication increasing as a function of tasks

Signature: MPI_Sync times increasing

ïIssue: Load imbalance

ÁTasks not having a balanced role in communication?

ÁTasks not having a balanced role in computation?

ÁSynchronous (single-writer) I/O or stderr I/O?



IMPROVING LOAD BALANCE



Issue: Load imbalances

Identify the causeby additionalmeasurementsand tests

ïDecomposition, communicationdesign, additionalduties
(i.e. I/O)?

Unfortunately algorithmic, decomposition and data 
structure revisions areoften neededto fix load balance 
issues

ïDynamic load balancing schemas

ïMPMD styleprogramming



Hybrid programming

Sharedmemoryprogramming(OpenMP) inside a node, 
messagepassingbetweennodes

Reducesthe numberof MPI tasks- lesspressurefor load
balance

Maybedoablewith verylittle effort

ïHowever, in manycaseslargeportionsof the codehasto 
be hybridizedto outperform flat MPI

ÁIn order to reachverybigcorecounts, oneneedsto be readyto 
start tacklingthis

Needsexperimentationwith the bestthreads-per-task-
ratio, carewith threadaffinities, etc



REDUCING PARALLEL OVERHEAD



Rank placement

Remote access(overthe interconnect) is far from
homogeneous

ïThree-levelnetworkon CrayXC, islandson Infinibandetc

Rank placementdoesmatter: placethe ranksthat
communicatethe mostonto the samenode

Changing rank placement happens via environment 
variables on the batch job script

ïSo easy to experiment with that it should be tested with 
every application

ïFor example: CrayPATis able to make suggestions for 
optimal rank placement, enabled with the environment 
variable MPICH_RANK_REORDER_METHOD



Optimizing point-to-point communication

Use non-blocking operations and try to overlap
communication with other work

ïPost MPI_Irecvcalls before the MPI_Isendcalls to avoid 
unnecessary buffer copies and buffer overflows

Bandwidth and latency depend on the used protocol

ïEageror rendezvous

ÁLatencyandbandwidthhigherin rendezvous

ïRendezvous messages usually do not allow for overlap of 
computation and communication, even when using non-
blocking communication routines

ïThe platform will select the protocol basing on the 
message size, these limits can be adjusted

ÁE.g. on Cray XC MPICH_GNI_MAX_EAGER_MSG_SIZE



Issue: Expensive collectives

ReducingMPI tasksby hybridizingwith OpenMP is likely
to help hereas well

Seeif youcanlive with the basicversion of a routine 
insteadof a vectorversion (MPI_Alltoallv etc)

ïMaybe fasterevenif sometaskswould be receiving
unrefenceddata

In case of verysparseMPI_Alltoallv’s, point-to-point or
one-sidedcommunicationmayoutperformthe collective
operation



Issue: Expensive collectives

Use non-blocking collectives (MPI_Ialltoall,...)

ïAllow for overlapping collectives with other operations, 
e.g. computation, I/O or other 
communication

ïMaybe faster
than the blocking 
corresponds even without 
the overlap

ïReplacement is trivial

Seethe documentationof yourMPI libraryfor tunable
parameters, and test the impactof them

ïE.g. on CrayXC: increasethe valueof 
MPICH_ALLTOALL_SHORT_MSG



ADDRESSING I/O BOTTLENECKS



General considerations

Parallelize your I/O !

ïMPI I/O, I/O libraries (HDF5, NetCDF), hand-written 
schemas,...

ïWithout parallelization, I/O will be a scalability bottleneck 
in every application

Try to hide I/O (asynchronous I/O)
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Lustre file striping

Striping pattern of a file/directory can queried or set 
with the lfs command

lfs getstripe <dir| file>

lfs setstripe–c countdir

ïSet the default stripe count for directory dir to count

ïAll the new files within the directory will have the 
specified striping

ïAlso stripe size can be specified, see man lfs for details

Proper striping can enhance I/O performance a lot



Filesystem parameters

Writing a single file on a Cray XC40 (4 PB DDN Lustre, 141 OSTs)



Summary

Findthe optimaldecomposition& rankplacement

ïLoadbalanceis establishedat algorithmicand data 
structurelevel

Usenon-blockingcommunicationoperationsfor p2p and 
collectivecommunicationboth

Hybridize(mix MPI+OpenMP) the codeto improveload
balanceand alleviatebottleneckcollectives

All large-scalefile I/O needsto beparallelized

ïI/O performanceis sensitiveto the platform setup

ïDedicatedI/O ranksneededevenfor simpleI/O
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Four easy steps towards better application
performance

Find best-performing compilersand compiler flags

Employ tuned libraries wherever possible

Find suitable settings for environment parameters

Mind the I/O

ïDonot checkpointtoo often

ïDonot askfor the output youdo not need



Performance engineering: take-home messages

Mind the applicationperformance: it is for the benefit of 
you, other usersand the serviceprovider

Profile the code and identify the performance issues 
first, before optimizing anything

ï“Premature code optimization is the root of all evil”

Serial optimization is mostly about helping the compiler 
to optimize for the target CPU

ïGood cache utilization crucial for performance, together 

with vectorization

Quite often algorithmic or intrusive design changes are 
needed to improve parallel scalability

ïTo utilizecutting-edgesupercomputers, onemustbe
readyto start tacklingthese



Don’t stop here

Tryto applythis stuff yourself!

ïE.g. do the lastsectionfrom the optional labs

CSC runsan exhaustiveset of HPC courses, e.g.

ïAdvanced ParallelProgramming (next run in February
2019)

ïAdvanced Threadingand Optimization(next run in April
2019)

ïseewww.csc.fi/training

ThePRACE Training Center networkprovidesHPC 
trainingopportunitieselsewherein Europe, see
www.training.prace-ri.eu


