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Reasons for using CSC computing resources

» Computing something takes more than 2-4 hours

* Need for more memory

* Very big datasets

 Keep your desktop computer for normal usage, do computation elsewhere
* Need for a server computer

* Need for a lot of computers with the same set-up (courses)

 Convenient to use preinstalled and maintained software

* Free for Finnish university and for state research insitute users

CSC main computing resourcs for GIS users
» Taito supercluster » cPouta cloud

oPre-installed software o The user sets up the environment

oSome GIS dataavailable oMore freedom, and more responsibilities
* Before using: * Before using:

oMove your dataand scripts 0 Setting up the computer

o Small extra adjustments for running your olnstallation of software

scripts oMove your dataand scripts
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The keys to geocomputing: Change in working style & Linux

csc

S W@ oUW

fuly

Ercm rasterstats import zonal stats

import time

import ficna

import multiprocessing as mp

from shapely.gecmetry import mapping, shape

$input zones

zone _f = "zones.shp"

#output zonal stats

zonal f = "zonal stats.shp"

$Raster you want to use to compute zonal stastics from.
vrt = "demZm.vrt"

statistics = ['count', 'min' ,'mean', 'max', 'median'l]

#yields n sized chunks from list 1 (used for splitting
task to multiple processes)

for i in range(0, len(l), n):
yield 1[i:i + n]

7 $def chunks (1, n):

L
Linux/
#calculates zonal stats and adds re: ‘

Jobs via Jobs via Interactive
SLURM SLURM usage

TAITO-SHELL

For well-scaling
parallel jobs GPU GUI

Users build
their own
environment,
inc. software
and data

Alaptop

cPouta

-] . | def worker(z,vrt.d): ]
Wlndows Iln:1 ?nl 11 Sel:0]0 ) - Unix (LF) ;;
ArcGIS, QGIS, ... R, Python, shell scripts, Matlab, ...
5
CSC HPC resources
N
Max Max 672 cores/ Max 4 cores/ Max 48 cores/ 2-4 cores/
9600 cores 1536 GB memory 128 GB memory 240 GB memory 8 GB memory
J
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Example GIS use cases Taito

» Satellite data analysis

* Forest modelling

* Prioritization of protected areas
* Climate variables modelling

* Spiecies modelling

* Routing / travelling times

» DEM analysis

Main limiting factor:
software not suitable for Taito

Example GIS use cases in cPouta

Course environment

Routing / travelling times

Catchment area calculations on the fly (custom code, Leaflet)
Satellite data analysis

Drone image analysis with opendronemap

Raster data management

Sharingresearch results with GeoServer

Data sharing GeoNode
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Taito vs cPouta

* Taito
oReady working environment
oPreinstalled software
oFinnish GIS data
oUsers created by CSC
oLimitationson software that can be used: Linux, no server, no root access

e cPouta

oFree hands, but also more responsibility

oAlways starting from zero
0 Operating system, firewalls, security groups, software installation, users etc
oBack-up

Realistic expectations

* Asingle core of aCSC machine is about as fast as one of a basic laptop.
* It has just a lot of them.

* .. and more memory and faster input-output.

»Just running your single core script at CSC does not make it much faster.
»For clear speed-ups you have to use several cores.

» ... or optimize your script.

10
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DL2021 - Data management and computing infrastructure /’/ A\

N
1. 33 M€ Procurement programme for Datamanagement and / Me \f
computing infrastructure development /' Local storage "\
o User base widens - research and education at universities, and Burst buffers .

universities of applied science, open academicresearchat
research institutes !
o Upgrading currentinfrastructure— but also more focus on Fast parallel scratch storage
containers, data, datasets and Al

Lake
Large common project storage for all
systems

‘Sensitive data datacenter in

Main drivers, use cases, for new infrastructure

1. Large-scale simulations
2. Medium-scale simulations
3. Data-intensive computing
4. Data-intensive computing using sensitive data
e Cni 5. Artificial intelligence
i oyl g 6. InternetofThings (loT) and data streams
i ¥ ¥

Main new features for users —

More memory per node

Big object storage area

Running Docker-like containers in ”Taito™

More capacity -> shorter queues for batch jobs

More modern system libraries -> less problems with software installation
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Timetable —

* The provider of the new system should be clear in autumn 2018
* New Taito” in 1H/2019
* New Sisu” in 2020
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Non-profit state
organization
with special

tasks

! | Headquartersin

Espoo, datacenter
in Kajaani

CSC’s data center in Kajaani

* Home CSC computing environment

* The Funet network ensures excellent
networking capabilities around the world
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Aktiiviset kayttajatunnusasiakkaat tiedealoittain

kesakuun 2018 lopussa

47 1714 T
38
48

49
70

160 £

Yhteensa
3 642 aktiivista
kayttdjatunnusta

167

227

257

354

385

= Biotieteet

u Tietojenkésittely ja informaatiotieteet

m Fysiikka

= Tekniikka

u Kielitieteet, kirjallisuus

= Laake- ja terveystieteet

» Geo- ja ymparistotieteet

“ Kemia

= Maatalous- ja metsatieteet

» Yhteiskuntatieteet

» Muut humanistiset tieteet
Tilastotiede
Matematiikka
Avaruustieteet ja tantitiede

= Muut tiedealat

Maaritteleméaton

18

Uudet jaksolla H1/2018 avatut tutkimusprojektit
tiedealoittain

Yhteensa
197 uutta

tutkimusprojektia

u Biotieteet

m Tietojenkasittely ja informaatiotieteet
m Tekniikka

w Geo- ja ymparistotieteet

u Fysiikka

u Kemia

w Laake- ja terveystieteet

= Maatalous- ja metsétieteet
= Yhteiskuntatieteet

= Kielitieteet

= Tilastotiede

w Avaruustieteet ja tahtitiede

= Muu
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Tietokoneresurssien kaytto tiedealoittain kaudella H1/2018
(sisaltaa Sisu-, Taito-, Taito-shell, cPouta ja ePouta-kayton)
0,9%

12% 40%

3,0% "
34% X

4,1%

9, .
Byoie Yhteensa

510 mil].
laskutus-

—_— yksikkoa

24,1%

33,1%

= Fysiikka

= Biotieteet

= Kemia

= Nanoteknologia

u Tahtitiede

u Tietojenkasittelytiede

= Laake- ja terveystieteet

» Muu tekniikka

" Kone- ja valmistustekniikka
Maaritteleméton

u Geotieteet

= Muu tiedeala

Paituli

o www.csc.fi/paituli

* File download service of spatial data

» Datasets sharing service for scientific spatial data

» Almost all datasets are open to everybody

* In total 8+ Th data.

* Includes historical versions of data (2005 ->)

» CSC operates the service, Ministry of Culture and Education supports the

service, free of charge for users
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Paituli datasets producers

® Agency for Rural Affairs

® Finnish Meteorological Institute

®  Finnish environmental administration
® |Institute for the Languages of Finland
® Latuviitta

® National Land Survey of Finland

® Natural resources institute Finland

® Population register center

® Road Administration of Finland

® Statistics Finland

® University of Helsinki

> C 0 @ ftpy/fpfunetfipub/; o D 7 QlidaR > L IN®ODT =

Paituli download / usage options

Index of ftp://ftp.funet fi/pub/sci/geo/geodata/

* Filesas zip from Paituli service o] dvl
Name Size Last Modified
« OGC web services: WFS, WCS, WMS, WMTS o oy (e

42372018 123600PM
12022017 1130080
12092011 120000 AM
1242015 120000 AM
182017 120000 AM
/o012 120000 AM

* File downlaod from folder view

« curl, wget, ftp, rsync etc = =
* Taito e =

€> e e © R hitpsfavaa 1dataiweb/paitulateuspaiv +meT . - 4—
s{cy mRlee-RN-o-LEEI=-0- B
%% = ARCHaB

: 4 e
Sesans 6673430 F 0 B W) ender @ siner o) @
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R

HPC-Europas - travel, compute, learn, network =/, f;@/

* Four calls every year until April 2021
oVisita group or invite a (coming) collaborator to your group
oNext DL for applicationsis 15th November 2018 :

* Requirements:
oNon-proprietary research

oAffiliated at an EU-country, associated country or other 4
oProject needs/benefits of HPC resources v

* Provided:

o Support for accommodation, travel costs and likely a small
daily allowance for a 3-13 week visit

oResources and support from local HPC-center

» http://www.hpc-europa.org/

100000 )
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Training portfolio https://www.csc.fi/training =+

: High-
A Computing Methods & .
Programming Platforms ngfr?]:)mug?];e Software Data Networking

Finite Element
Parallel Data Intensive Network Secure IT
B Fortran [[]Linux 1 2and 3 1 programming B ’\?Eeltrh\gss 1 Computing 7| Administration Practices
csc Comp. Fluid
< Python/R - Computing [ Accelerators < Dynamics = Manga;?nent — Te’;‘}f;gg”:es gzxﬁrk
Platforms (OpenFOAM) 9 g Y
Molecular
Cloud Staging & Network System
< Scripting computing Optimisation (%yrg?nrg'ccss) Storage Protocols Security
tum
Parallel System | Quan | | Network
| programming workshops Debugging C?gg:\s,\tl;y Parallel /0 Services WatCh
o Webinars
PGAS Meta-data Network .
i languages I SG:;Seritcllzg Repositories _ Security n YOUTUbe
o Parallel /O - Visualisation

[ CSC Summer School in HPC ] [ CSC Winter School in Bioinformatics ] [ CSC Spring School in Comp. Chemistry l

GIS training 2018/19 https://www.csc.fi/training

 24-25.10.2018 Geocomputing with CSC computing resources
* 12-14.11 Introduction to GIS Python

* (15.11 Using Taito and R for spatial analysis, Turku)

» Google Earth Engine

» Geospatial data analysis with R

* Lidar data analysis

» Webinar: Paituli, cPouta for GIS

* Archive includes material of past courses

26
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Program, 24.10.2018

08:00 - 8:50 Linux intro

09:00-09:15 Introduction to the
course

09:15-09:45 Getting access
User account, project and services,
web-based access to CSC's services

09:45-10:00 Coffee break
10:00-11:00 How to connect Taito

How to access CSC's computers, NX
client, taito-shell

cscC

Taito

11:00-12:00 CSC's computing
environment Different platforms,
module system, licensing, storage and
data transfer

12:00-13:00 Lunch break

13:00-14:30
Running your jobs, resource-
management (a.k.a. batch job)
systems

14:30-14:45Coffee break
14:45-15:30 Running R code in Taito

14
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Program, 25.10.2018

09:00 - 10:30 Running Python codein
Taito

10:30 - 10:45 Coffee break

10:45 - 12:00 GIS software and data in
Taito. Using virtual rasters.

12:00 - 13:00 Lunch break

Taito

+

cscC

13:00 - 14:30 CSC’s cloud services,
and cPouta

14:30 - 14:45 Coffee break

14:45 - 16:00 Running GIS software
in cPouta

cPouta

Practicalities

» Keep the name tag visible

* Lunch is served in the same building

oRoom locked during lunch (lobby open, use
lockers)

* Toiletsare in the lobby

* Network:
o WIFI: eduroam, Haka authentication
o Ethernet cables on the tables
0 CSC-Guestaccounts

» Username and password for
workstations: given on-site

* Bus stops

0 Other side of the street (102,103) —
Kamppi/Center

0 Same side, towards the bridge
(194,195/551) — Center/Pasila

oBusstops to arrive at CSC at the same
positions, just on opposite sides

* [f you came by car: parking is being
monitored - ask for a temporary
parking permit from the reception (tell
which workshop you're participating)

* Visiting outside: doors by the
reception desks are open

15
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Teachers on the course
Kylli Ek Eduardo Gonzalez Elias Annila
« MSc in Geography « MScin Forestry * BSc in Geography
« Support / organizing « Support / organizing * Taito
« Datamanagement « cPoutaand Rahtidevelopment ~ ° -g_’oris Ln use: GDAL/OGR, QGIS,

ithu
« Softare development * Training development .
« JavaScript, R, Python, shell

* Paituli, ArcGIS/Mapinfolicenses « Notebooks scripts
* Taito * Taito
* Tools in use: GeoServer, PostGIS, < Tools in use: GeoServer,

OpenLayers, GDAL/OGR, QGIS, PostGIS, OpenLayers,

Etsin, Github GDAL/OGR, QGIS, Github
* JavaScript, R, Python, shell * JavaScript, R, Python, shell

scripts scripts

Participants

* Name
* Organization
* Interests in geocomputing

» Goals for the course
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Getting access to CSC resources

How to get started?

* research.csc.fi

* www.csc.fi/web/training/materials

« Service Desk: servicedesk@csc.fi, cc giscoord@csc.fi

b.sh
L2,
t

Submitted batch
job 3660241
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Getting access: in short

* Register to get a CSC user account
Account

oSelf service
oYou get a user account and a Personal Project
o Your university account is different (used e.g. in HAKA)

« Apply for an Academic Project
Project o Your supervisor (PI) needs to do this
oOr if your supervisor already has a project, ask him/her to invite you to it
oSet itas your primary billing project

» Apply for a Service e.g. Taito cluster access, cPouta
Access

o Your supervisor needs to do this
olf the project existed, it likely already had services

Getting access: The framework

e CSCUser Account -
o Isattached to a Personal Project 3 Taito Cloud

0 Used tolog in at CSC
o Each researcher should have only one Access Access

o Includes access to Taito and little CPU but no additional services

* Computing Project

o Created by the project manager (Principal Inves! n
o Theses supervisor, professory at your institute, ...

o Aresearch group can have one or many Projects
o E.g. one per major topic

o Resources (CPU time, disk space) are parts of Projects
o This CPU time is consumed when you run jobs

o A Project usually has many user accounts

o Your account can belong to many projects

PO User
Account

Computing
Project

CPU time

User
Account 2

User
Account 1

« Services
o E.g. access to Taito, Sisu or cPouta
o Services are properties of Computing Projects i |
0 PI:Accept Terms of Use (link via email)

* Resources are managed at Computing Project level
o0 More CPU time can be applied to a Computing Project

Personal
Project 1

Personal
I PlUse Project 2
ccou
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User
Account:
J. Cotton

Taito
Access

Saldo: max

1000 bu

Getting access: Personal vs. Computing projects

Personal
- Project of
5 J. Cotton i

Computing Project: Simulating a

homunculusin a system of two
small boxes, a door and particles.

Pl User

Account:
J. Maxwell

ssmEEEEEREE,,
L

Cloud .

Taito R .
Access IS Access &

-
""sagwgmunwnnt®

Saldo:
starts with 20000 bu
no max limit, apply more
User User User
Account: Account: Account:
% J. Cotton

KaijaKoo

How much is 1000 bu?

It’s 500 core hours, or
~3.5 months (work
hours, using 100%
CPU), but really, it
depends.

Using a GUI, you'll be
fine for a year. On the
other hand, one
Gromacs simulation
with 100k particles
(~10 nm wide system)
for 1000 ns will use
~50000 bu in a week
on ~150 cores.

Scientist's User Interface (SUI)
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SUI - CSC Customer Portal

Web portal for all CSC users — sui.csc.fi

« Sign up as customer
» Resetyour password

e Manage your account
 Apply for an Academic project
» Apply for computing services
» Manage your projects

* Batch job wizard

Welcome to SUI
CSC Customer Portall

Service Usage Other Services Additional information

Maintenance Breaks

Vi inorTiton bt upceTing servicn bronks

Scientist's User Interface

=

o
©+=0 W Lawsivpumes G+

Courses and Events

SUI - Manage your account

My Account

My Account

» Maintain your account

Details

information

» Change password for
CSC environment

* Define your personal
settings

Addresses

Phone Numbers
Number

1234
Number

234

CSC Password

John Smith

User Information

=

Miscellaneous

Messages.
Display Settings

[EEE
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SUI - Apply for Academic Projects
» Apply for new projects
« Apply for services (Taito, Sisu, ‘s o
Pouta) e
v

h you can add services and resources offered by CSC. The applicant must fulfill the prerequisites for

2 Read more about CSC cuslomer projects.

Links to this form hitps /isui ese. igroup/suilresourcas-and-applications-fapplications/academic-csc-project

SUI - Project Management . weuoees

Project Tiile Principal Investigator  Billing Project  CPU Quota Remaining

My Projects =

° V|eW |nfo m at'on an d & Information @ +=0 . Usage Statistics G-

Projeet T oec Begin Month End Morth Usermame Host

resource usage of

Billing Unit usage per host -

your CSC projects

« Apply resources foryourCSC ; e
project

g

@

5
‘Consumod EEmng Unts

» Edit project users crucams
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=

SUI - Batch Job Script Wizard

Batch Job Script Wizard

« Create job scripts

with easy to use forms

 Save scripts locally or

inCSC $HOME

* |nstructions of how to

submitand monitor

- Batch Job Script Wizard

Host Application

taito v

- Form
~ General
Job Name: myjob
Shell: fbin/bash
Email Address: jsmith@unknown.edu
v Output
Standard Output File Name: out
Standard Error File Name:  err
~ Computing Resources.
Computing Time: 12:00-:00
Number of Cores: 8
Memory Size:

~ Script Commands

# example run commands
srun /my_mpi_program

Connecting to CSC

Level

#+-0

- Script Result

#1/bin/ba:

-1
oct 11, 2014 1:59 PM
smith

pe=END
-user—jsmi th@unknown .edu

# commands to manage the batch script
‘submission commans
sbatch [script-filel
status command
Squeue -u jsmith
‘termination comman:
scancel [jobid]

For more mfnmatmn
man |
re exim Mes in Taito guide
hetp://research-csc.f1/tai to-user-guide

# example run commands
srun ./my_mpi_program

# This script will print sona usage statistics to the

# end of

# use that to |mDruve your resource request estimate

# on later jobs
used_sTurm_resources.bash

O +—0




Geocomputing using CSC resources 24-25.10.2018

23

Direct ssh connection —Linux/Mac

* From UNIX/Linux/OSX command line
» Use —X (or -Y) to enable remote graphics*

* scp: copy file to remote machine

ssh —X yourid@taito.csc.fi

scp file yourid@taito.csc.fi:

login as: yourid

Last login: Tue Jul 09 13:14:15 2019 from cool.somewhere.fi
— Welcome
| CSC - Tieteen tietotekniikan keskus - IT Center for Science
| HP Cluster Platform SL230s Gen8 TAITO

|~ Contact

*In Windows you'd also need an X-windows emulator, but there is a better way

Access from Windows

* Putty for ssh connection Windows
oCan be installed withoutadmin privileges

* NoMachine for GUI

oNeeds Admin privileges for installation and update
oRecommended method (also for Linux/Mac)

* FileZilla/WinSCP for moving data
oEfficient GUI

* Find about other access options and more
information at: https://research.csc.fi/taito-

connecting
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Putty

74| PuTTY Configuration

Category:
=)~ Session
- Logging
= Terminal
- Keyboard
—Bel

i -Features
= Window
i i~ Appearance
- Behaviour

i b Hyperlinks

= Connection
-Data

Proxy

Telnet

Rlogin

- 55H

- Serial

sbout |

Basic options for your PUTTY session

Specify the destination you want to connect to

Host Mame (or IP address) Port
taito. csc.f 2
Connection type:
| Raw Telnet ) Rlogin @) S5H Serjal
Load, save or delete a stored session
Saved Sessions
<[ iead ]
| Save ‘
([ pekte ]

Close window on exit:

Always ~) Never @ Only on dean exit

gpen || cancel ||

Q? ekkylli@taito-logind:~

—_——— -
[ taito - sttp:f/ekieylli@taito.csc fi - FileZilla e
File Edit Vi Transfer Server Bookmarks Help
. . =T 1 = = == 5 ~
FileZilla | -1 OO« [Faos
Host: Username: Password: Port: ‘ Quickconnect ‘ > ‘
Status: Directory listing of "/homeappl/home/ekkylli” successful -
Status: Retrieving directory listing of "/proj/ogiir-csc”.
Status: Listing directory /wrk/project_ogiir-csc =
Status: Directory listing of "/wrk/project_ogiir-csc” successful =
Local site: | CA\Temp\TWI\ ~ | Remote site: | /wrk/project_ogiir-csc -
-} System Volume Information - | 8- 7 /
= Temp =i 7 homeapp!
New folder =T 7 home
TWI = : i ), ekkylli
i b Users = P wrk
B Windows ¥ 3 project_ogiir-csc
Filename Filesize Filetype Last modified “* | Filename 2 Filesize Filetype Last mc¢
@= TWLmetada. 21235 Microsoft 11.5.2017 8:30.... fmi File folder 29.5.20¢
2/ TWL16m_Fi... 4636 XMLDocu.. 1852017 144.. luke File folder 24.5.20:
& TWI_16m_Fi.. 2089 99.. TIFFimage 18.5.2017 12:5... mml File folder 24.5.20°
2] TWI_16m_Fi... 4351 XMLDocu.. 17.52017 11.0..
&& TWI_16m_Fi.. 113714.. TIFFimage 16.5.2017 15:3..
TWL_16m_Fi... 91 TFWFile 16.5.2017 15:3.. || 5 1L} 3
22 files. Total size: 23 952 102 197 bytes 3 directories
Server/Local file Direction Remote file Size Priority
« Il »
Queued files | Failed transfers | Successful transfers
2 @ Queue: empty o8
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Tips for moving files

* When downloading from exernal services try to
download directly to CSC, no via your local PC

*When lot of/big files use:
0 rsync, if supported
o wget/curl, if only HTTP-urls

»\Webinar Recording on Data Transfer

https://research.csc.fi/csc-quide-moving-data-
between-csc-and-local-environment

49

Data transfer speed

T s oswbis  [swbis

1kb 0,000025s 0,00001s 0,0002s
1 Mb 0,02s 0,01s 0,2

1Gbh 20s 40s 3,5min
1Th 55h 11h 2d 7h

» 50 Mb/s often the realistic fast speed
e 25 Mb/s good normal speed
» 5 Mb/srealistic speed in mobile network

50
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NoMachine Remote Desktop

« Clientconnection between user and gateway Servers in Kajaani
» Good performance even with slow network

+ Ssh from gateway to server (fast if local) Q , sisu.csc.f

* Persistent connection & _ fast ssh
4 SUSpendab|e oMachine client software

_ff‘ 2

o Continue later at another location i
) ) nxkajaani.cscfi
e Read the instructions... taitoeseh
o keyboard layout, mac specific workarounds, ...
» Choose an application or server to use (right % L )

click)

x‘ 4 y ‘
- . - -
EXercise: Connecting with ssh
\ \ .
. Downloé\putty* (win) or use ssh (linux,
mac)

0 Win: double click putty icon
0 Mac, Linux: open terminal

2 eiouito-togind~

Win: host: taito.csc.fi
Mac, Linux: ssh username@taito.csc.fi

For the first time (!) accept fingerprint
(should not be asked again)

—

* Give yb_[jr CS%password
/

’ .’.‘a-..

“"‘{ . S
2N ‘
* e.g. https://www.putty.org/ - e . Y n.

=R

- 4
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-\_‘ o y ‘ ",
Demo: Connécting with NoMachine
\ .

* Ask Iocab\T support for NoMachine client

» Configure connection
* Insert your CSC username and password
* (accepthelp screens)

* Right click on the background, choose
taito from menu

* Give your | password

https://nxkajaani.csc.fi:4443/

Directories at CSC Computing Environment
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Directories at CSC Environment (1) ——

https://research.csc.fi/data-environment

Default
guota/user

Directory or storage

Intended use

Storage time  Backup

Initialization scripts, source codes, small data
$HOME ! files. 50 GB Permanent Yes
Not for running programs or research data.

$USERAPPL ! Users' own application software. 50 GB Permanent Yes
$WRKDIR ! Temporary data storage. 5TB 90 days No
$WRKDIR/DONOTREMOVE ~ Temporary data storage. Incl. in above Permanent No
$TMPDIR 3 Temporary users' files. - ~2 days No
Common storage for project members. A
Project ! project can consist of one or more user On request Permanent No
accounts.
HPC Archive ? Long term storage. 2TB Permanent Yes
No, but multiple
IDA? Storage and sharing of stable data. On request Permanent storage copies

1. 24

Directories at CSC Environment (2) ——

taito.csc.fi  sisu.csc.fi  pouta.csc.fi -

workstation

login login

nodes nodes e
compute compute VMs Hpc_archive
nodes nodes Espoo

iRODS interface,

$WRKDIR disk cache

EEE
$HOME

Object Storage

$USERAPPL — $HOME/xyz
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Module system

The module system -

* Tool to set up your environment

olLoad libraries, adjust path, set environment
variables

oNeeded on a server with hundreds of
applications and several compilers etc.




Geocomputing using CSC resources 24-25.10.2018

30

Typical module commands

module avail shows available modules (compatible modules in taito)
module spider shows all available modules in taito
module list shows currently loaded modules

module load <name> loads module <name> (defaultversion)
module load <name/version> l|oads module<name/version>

module switch <namel> <name2> unloads module namel and loads
module name2

module purge unloads all loaded modules

Taito has "meta-modules” named e.g. r-env, which will load all necessary modules needed to run R.

Module example

» Show compatible modules on Taito

module avail Simple plotting in R
« Initialize R and RStudio statistics packages
module load r-env > a=seq(0,10,by=0.1)
module load rstudio > plot(a,cos(a))
» Start RStudio using the command
rstudio

« It's better to run the GUI (and calculations) on a compute node (jobs that
have used 1h of CPU on the login node will be killed
automatically)

« For interactive work, use taito-shell.csc.fi
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—

/ .

Demo: Interactive R-job'on taito-shell
A

-
. * Login w%‘NoMachine

» Select CSC-local servers, Taito-shell

Q » cd $WRKDIR
""" » module load r-env
/
~

» module load rstudio

—

* rstudio

—

/

* OR for Bstudi elect Applications , Taito-
Viathegnatigs, Rstudio

Running jobs at Taito
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Batch jobs learning target

* Benefits of batch jobs for compute intensive jobs
oDifference of login and compute node
oDifference of interactive jobs (taito-shell) and batch jobs

* How to submit and monitor jobs

* Batch script contents i.e. resource requirements
» How to learn resource requirements of own jobs
» What is saldo [billing units]

» Submit first job(s)

e Learn to read the the manual

What is a batch system?

» Optimizes resource usage by filling the server with jobs
 Cores, memory, disk, length, ...
* Jobsto run are chosen based on their priority

* Priority increases with queuing time

* Priority decreases with recently used resources

CSC Server Status

* Short jobswith little memory and cores queue the least

* CSC uses SLURM (Simple Linux Utility for Resource
Management)
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Number of CPUs -
Batch job scheduler
places jobs on compute
nodes I
‘ I I I I I . I Compute || Compute ||Compute

node 1 node 2 node 3

33

Batch cont’d

time

Compute nodes are used via queuing system

Taito Login nodes Taito Compute nodes
899

Compute nodes

¢ sbatch job_script.sh a

& ./my_prog &

taito-shell.csc.fi

GPGPU-nodes

¢ sbatch job_script.sh a
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Batch job overview

1. Write a batch job script
o] Thtis script will tell SLURM what resources are needed and then specifies your
jo
o0 Script detailsdepend on server, check CSC Guides or software page for a
template

2. Make sure all the necessary files are in $WRKDIR
0 $HOME haslimited space
0 Login node $TMPDIR is not available on compute nodes

3. Submit your job

sbatch myscript

67 10/23/2018

Batch Job Script wizard in Scientist’s User Interface

SUI / Services | Batch Job Script Wizard

« Batch Job Script Wizard & +=-0

Host Application Level

taito v pplica v

< Form #+=-0 - Script Result 4 +=-9

wv General

ppaa

Job Name: traint="snb|hsw"

humppaa
Shell:
ibinibash v
Email Address: 5 --mai i1lanpaaecsc. Ti
# commands to manage the batch script
submission command
sbatch [script-file]
status command
squeue —u asillanp

v Qutput termination command
scancel [jobid]

afte sillanpaa@eschi

Standard Output File Name:

ulos
Standard Error File Name

virheet

in Taito guide in
ch.csc.fi/taito-user-guide

commands
erial_program
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Batch jobs: what and why

»  User has to specify necessary resources

»  Can be added to the batch job script or given as command line options for sbatch (or a
combination of script and command liné options)

» Resources need to be adequate for the job
»  Too small memory reservation will cause the job to fail
»  When the time reservation ends, the job will be terminated whether finished or not

>  But: Requested resources can affect the time the job spends in the queue
»  Especially memory reservation (and perhaps requested time)
»  Using more cores does not always make the job run faster - check!
»  Don't request extra "just in case” (time is less critical than memory wrt this)

»  So: Realistic resource requests give best results
»  Notalways easy to know beforehand
»  Usually best to try with smaller tasks first and check the used resources
»  Youcan check what was actually used with the seff command

Saldo and billing units 3 —
« Alljobs consume saldo _ 25
2 2
* https://research.csc.fi/saldo =
. 215 /
 One core hour of computing equals 2 billing units [bu] times = 1
amultiplier @ 05
* Jobs requesting less than 4GB of memory per core have a ’0
multiplier of 1 ‘ ‘ ‘
0 4 8 12
» Jobs requesting 4GB or more per core have a multiplier X/4, GB/ core request
where X is the requested memory per core: o
0 5GB/core = 5/4x = 1.25x « Serial job (1core), 0.5 GB/core of memory,
0 12GB/core = 12/4x = 3x, ... requested 24 hours, used 5 hours - billed:

1*5*2*1=10 bu
v (failed) parallel job: requested 24 cores,

_ _ 2GB/memory per core, actually used 6 cores
If saldo runs out, no new jobs are possible (18 cores idle) total run time 10 hours >

New saldo can be requested from sui.csc.fi billed 24*10*2*1=480 bu

« Paralleljob 3 cores, 5 GB/core, 10 hours >
billed: 3*10*2*5/4=75 bu

I

Requested but not used computing time is not billed

Requested but not used memory is billed

GPU resources have an additional multiplier
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SLURM batch script contents

Example serial batch job script on Taito

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j
#SBATCH -0 myjob_output_%j
#SBATCH --mai l-type=END
#SBATCH --mail-user=a.user@foo.net
#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00
#SBATCH -n 1

#SBATCH —p serial

#SBATCH --constraint=snb

module load myprog
srun myprog -optionl -option2
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#1/bin/bash -1

Tells the computer this is a script that should
be run using bash shell

Everything starting with "#SBATCH” is passed
on to the batch job system (Slurm)

Everything (else) starting with "# " is
considered a comment

Everything else is executed as a command

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j

#SBATCH -0 myjob_output_%j

#SBATCH --mail-type=END

#SBATCH --mail-user=a.user@foo.net
#SBATCH --mem-per-cpu=4000

#SBATCH -t 02:00:00

#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

>

#SBATCH -J myjob

Sets the name of the job

» When listing jobs e.g. with squeue, only

8 first characters of job name are
displayed.

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j

#SBATCH -0 myjob_output_%j

#SBATCH --mail-type=END

#SBATCH --mail-user=a.user@foo.net
#SBATCH --mem-per-cpu=4000

#SBATCH -t 02:00:00

#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

37
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#SBATCH -e myjob_err_%j
#SBATCH -0 myjob_output_%j .

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j
#SBATCH -0 myjob_output_%j
#SBATCH --mail-type=END

» Option —o sets the name of the file where the standard output #SBATCH —-mail-

(stdout) is written user=a.user@foo.net
#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00
#SBATCH -n 1
#SBATCH —p serial

» Option —e sets the name of the file where possible error
messages (stderr) are written

» When running the program interactively these would be
written to the command promt

» What gets written to stderr and stderr depends on the
program. If you are unfamiliar with the program, it's always
safest to capture both

module load myprog
srun myprog -optionl -option2

» %j is replaced with the job id number in the actual file name

#SBATCH --mail-type=END

#SBATCH --maill-user=a.user@foo.net #1/bin/bash -1

#SBATCH -J myjob

» Option --mail-type=END = send email when #SBATCH —e myjob_err_ij

the job finishes #SBATCH -0 myjob_output_%j
#SBATCH --mai l-type=END
> Option --mail-user = your email address. FSBATCH —-mail-user=a.user@foo.net

#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00

» If these are selected you get a email message #SBATCH -n 1
when the job is done. This message also has a #SBATCH —p serial
resource usage summary that can help in setting
batch script parameters in the future. module load myprog

srun myprog -optionl -option2

» To see actually used resources try also: sacct
—1 —j <jobid> (more on this later)
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#SBATCH --mem-per-cpu=4000

»  The amount of memory reserved for the job in MB
+ 1000 MB=1GB

» Memory is reserved per-core basis even for
shared memory (OpenMP) jobs
. For those jobs it is better to ask memory per job:
. --mem=1000

» Keep in mind the specifications for the nodes. Jobs with
impossible requests are rejected (try squeue after submit)

» If you reserve too little memory the job will be killed (you will
see a corresponding error in the output)

» If you reserve too much memory your job will spend much
longer in queue and potentially waste resources (idle cores)

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j

#SBATCH -0 myjob_output_%j

#SBATCH --mail-type=END

#SBATCH --mail-user=a.user@foo.net
#SBATCH --mem-per-cpu=4000

#SBATCH -t 02:00:00

#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

#SBATCH -t 02:00:00 inSUl

TIP: If you're unsure of the +
syntax, use Batch job wizard k

#1/bin/bash -1

» Time reserved for the job in hh:mm:ss
» When the time runs out the job will be terminated!
» With longer reservations the job may queue longer

» Limit for normal serial jobs is 3d (72 h)
« if you reserve longer time, choose "longrun” queue (limit 14d)

¢ In the longrun queue you run at your own risk. If a batch job
in that queue stops prematurely no compensation is given for
lost cpu time

¢ Inlongrun you likely queue for a longer time: shorter jobs
and restarts are better (safer, more efficient)
» Defaultjob length is 5 minutes > need to be set by
yourself.

#SBATCH -J myjob

#SBATCH -e myjob_err_%j
#SBATCH -0 myjob_output_%j
#SBATCH --mail-type=END

#SBATCH --mail-
user=a.user@foo.net

#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00
#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

39
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#SBATCH -n 1

» Number of cores to use. More than one means parallel.

» It's also possible to control on how many nodes your job
is distributed. Normally, this is not needed. By default use

all cores in allocated nodes:

» --ntasks-per-node=16 #(Sandy Bridge)

» --ntasks-per-node=24 #(Haswell)

» Check documentation: http://research.csc.fi/software

» There’s a lot of software that can only be run
serial

» OpenMP applications can only use cores in one node

in

sc

#1/bin/bash -1

#SBATCH -J myjob

#SBATCH -e myjob_err_%j
#SBATCH -0 myjob_output_%j
#SBATCH --mail-type=END

#SBATCH --mail-
user=a.user@foo.net

#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00
#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

#SBATCH -p serial

» The queue the job should be submitted to

» Queues are called "partitions”in SLURM

» You can check the available queues with command
sinfo -1

[asillanp@taito-logind ~]$ sinfo -1
Wed Jan 28 15:45:39 2015

PARTITION AVAIL TIMELIMIT  JOB_SIZE ROOT SHARE GROUPS
serial* up 3-00:00:00 1 no NO all
serial* up 3-00:00:00 1 no NO all
serial* up 3-00:00:00 1 no NO all
serial* up 3-00:00:00 1 no NO all
parallel up 3-00:00:00 1-28 no NO all
parallel up 3-00:00:00 1-28 no NO all
parallel up 3-00:00:00 1-28 no NO all
parallel up 3-00:00:00 1-28 no NO all
longrun up 14-00:00:0 1 no NO all
longrun up 14-00:00:0 1 no NO all
longrun up 14-00:00:0 1 no NO all
longrun up 14-00:00:0 1 no NO all
test up 30:00 1-2 no NO all
hugemem up 7-00:00:00 1 no NO all

NODES

101
593
226

101
593
226

101
587
226

#1/bin/bash -1
#SBATCH -J myjob +
#SBATCH -e myjob_err_%j csc

#SBATCH -0 myjob_output_%j

#SBATCH --mai l-type=END

#SBATCH --mail-user=a.user@foo.net
#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00

#SBATCH -n 1

#SBATCH —p serial

module load myprog
srun myprog -optionl -option2

STATE NODELIST
draining c623
mixed c[25,76-77, ..

allocated c[3-24,26-75,..

idle c[211-213,..
draining c623
mixed c[25,76-77, ..

allocated c[3-24,26-75,..

idle c[211-213,..
draining c623
mixed c[25,76-77, ..

allocated c[3-24,26-75,..

idle c[211-213,..
idle c[1-2,984-985]
mixed c[577-578]

40
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#SBATCH --constraint=snb

#1/bin/bash -1
#SBATCH -J myjob

> The job is run only in Sandy Bridge (snb) nodes  ,parch e nyjob_err wj
» The other option is Haswell node (hsw) or #SBATCH -0 myjob_output_%j
> #SBATCH --constraint=hsw A#SBATCH --mai I -type=END
#SBATCH --mail-
» Either that is free "snb|hsw” user=a.user@foo.net
> #SBATCH --constraint="snb|hsw” A#SBATCH —-mem-per-cpu=4000

#SBATCH -t 02:00:00
#SBATCH -n 1

> Currently the default is to use either architecture in ~ #SBATCH —p serial
serial and longrun partitions HSBATCH —-constraint=snb

Sandy Bridge in test and parallel module load myprog

A single job cannot use CPUs from both srun myprog -optionl -option2
architectures, but SLURM wiill take care of this

vV VvV

module load myprog

srun myprog -optionl -option2 #1/bin/bash -1
#SBATCH -J myjob
> Your commands #SBATCH -e myj:ob_err_%j )
«  These define the actual job to performed: these commands #SBATCH -0 myjob_output_%j
are run on the compute node. #SBATCH --mai l-type=END
. See application documentation for correct syntax #SBATCH --mail-
e Some examples also from batch script wizard in SUI user=a.user@foo.net

#SBATCH --mem-per-cpu=4000
#SBATCH -t 02:00:00
#SBATCH -n 1

#SBATCH —p serial

» Remember to load modules if necessary

» By default the working directory is the directory where you
submitted the job
. If you include a cd command, make sure it points to correct

directory
> Remember that input and output files should be in module Toad mypic.)g L ootiona
$WRKDIR (or in some case $TMPDIR) srun myprog —optiont —optron

» $TMPDIR contents are deleted after the job

» srun tells your program which cores to use. There are also
exceptions...
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+

Most commonly used sbatch options

Slurm option Description

--begin=time defer job untilHH:MM MM/DD/YY

-Cc, --cpus-per-task=ncpus number of cpus required per task

-d, --dependency=type:jobid defer job until condition on jobid is satisfied

-e, --error=err file for batch script's standard error

--ntasks-per-node=n number of tasks per node

-J, --job-name=jobname name of job

—--mai l-type=type notify on state change: BEGIN, END, FAIL or ALL

—--mail-user=user who to send email notification for job state changes

-n, --ntasks=ntasks number of tasks to run

-N, --nodes=N number of nodes on which to run

-0, --output=out file for batch script's standard output

-t, —--time=minutes time limitin format hh:mm:ss

--mem-per-cpu=<number in MB> maximum amount of real memory per allocated cpu (core)

required by the job in megabytes

--mem=<number in MB> maximum memory per node

I

SLURM:
Managing batch jobs in Taito
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Submitting, cancelling and stats of batch jobs

* The script file is submitted with command

sbatch batch_job.file

* Job can be deleted with command

scancel <jobid>

* Display the used resources of a completed job

seff <jobid>

85 10/23/2018

-

S "
Demo: Simple batch job
N\ \

. * Create Fﬁgript (copy from left)

[user@taito-login4 demo]$ cat bar.R * Copy batch script template from CSC R-

dim=10 \ . ! i
dim_end=100 page: https://research.csc.fi/-/r
while (dim < dim_end) {

mat <- matrix(rnorm(dim*dim), dim)
print(*‘passed dimension™)
print(dim)

dim=dim*2

}

print(all done™)

-

2
‘:‘. -2 « Edit as needed
/

*~ .. + Submit with sbatch
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Queues

squeue —u <username>

$

$ squeue —p <partition>
$

$ squeue —j <jobid> -I

usage
seff $SLURM_JOBID

* The job can be followed with command squeue:

* To estimate the start time of a job in queue
$ scontrol show job <jobid>

squeue (shows all jobs in all queues)

(shows all jobs in single queue (partition))
(shows all jobs for a single user)

(status of asingle job in long format)

row "StartTime=..." gives an estimate on the job start-up time, e.g.
StartTime=2014-02-11T19:46:44 EndTime=Unknown

» scontrol willalso show where your job is running

« If you add this to the end of your batch script, you’ll get additional info to stdout about resource

Examples of sefT outputs

[erkki@taito]$ seff 52000797
Job ID: 52000797

Cluster: csc

User/Group: erkki/csc

State: COMPLETED (exit code 0)
Nodes: 4

Cores per node: 16

CPU Utilized: 00:37:22

walltime
Memory Utilized: 7.53 GB (estimated
maximum)

(58.59 GB/node)
Comments: only small part of memory used, could

parallel job like this, it's better to request full nodes
anyway.

CPU Efficiency: 87.58% of 00:42:40 core-

Memory Efficiency: 3.21% of 234.38 GB

request less (now used the default 0.5GB/core), but for a

[erkki@taito]$ seff 52000798_6

Job ID: 52000798

Array Job 1D: 52000798_6

Cluster: csc

User/Group: erkki/csc

State: COMPLETED (exit code 0)
Nodes: 1

Cores per node: 4

CPU Utilized: 00:24:09

CPU Efficiency: 98.17% of 00:24:36
core-walltime

Memory Utilized: 23.50 MB

Memory Efficiency: 1.15% of 2.00 GB

Comments: only small part of memory used, could request
less (now used the default 0.5GB/core). Theoretically the job
used only 23.5/4=6MBJ/core, but asking for e.g. 100MB/core
(for safety) would likely make the job queue less.

44
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*

sacct

sacct
sacct
sacct
sacct
sacct

R R A L

Job logs

» Command sacct can be used to study past jobs
oUseful when deciding proper resource requests

TIP: Check MaxRSS to see how
much memory you need and

avoid overbooking. See also
command seff JOBID

Short format listing of jobs starting from
midnight today
-1 long format output

—j <jobid>
-S YYYY-MM-DD
—u <username>

information on single job
listing start date
list only jobs submitted by username

—0 listonly named datafields, e.g.

sacct -0 jobid, jobname,maxrss,regmem,elapsed -j <jobid>

Available Taito queues and limits

Queue Maximum number of cores |Maximum run time Maximum total
memory

serial (default) 16 / 24 (one node* 3 days 256 GB

parallel 448 / 672 (28 nodes™ 3 days 256 GB

longrun 16 / 24 (one node* 14 days 256 GB

hugemem 40 (one node 7 days| 1.5TB

test 32/ 48 (two nodes* 30 min 64 GB

* Sandy Bridge / Haswell (one Sandy Bridge node consists of 16 and Haswell one of 24 cores)
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Command
srun
salloc
sbatch
scancel
sinfo
squeue
smap

sjstat

scontrol
sacct

Most frequently used SLURM commands

Description

Run a parallel job.

Allocate resources for interactive use.

Submita job script to a queue

Cancel jobs or job steps.

View information about SLURM nodes and partitions.

View information about jobs located in the SLURM scheduling queue
Graphically view information about SLURM jobs, partitions, and set
configurations parameters

Display statistics of jobs under control of SLURM (combines data from sinfo,

squeue and scontrol)
View SLURM configuration and state.
Displays accounting data for batch jobs.

Array and parallel jobs
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Simple job

Array job

| Task1 | | Taskl |
‘Taskz ‘ ‘Taskz ‘
v 2

‘TaskS ‘ ‘TaskS ‘

Parallel job 1

Parallel job 2

Lﬂ Input 1 Input 2

\Taskl | |Taski | |Taskl | |Task! |

‘ Task 2 ‘

\Taskz | \Taskz |

‘TaskS ‘ ‘ Task 3 ‘ ‘TaskS ‘ ‘TaskS ‘

Output t)utp/utlj Output 2

|

Simple job

* Pros: Easy, just
check paths and
packages.

* Cons: Slowest.

* Pros: Relatively
easy, just check

paths and packages,

and add using
command line
arguments. SLURM
takes care of the job
management

* Cons: Applicable
only in certain cases

AR
Parallel job

* Pros: All kind of use
cases can be done.

 Cons: Requires
modifying code.
More complicated
code, because the
job management is
done in the code.
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Multi-core processing support in GIS-software

Most GIS software won't support parallel processing out of the box, but a few do:
» Taudem, SagaGIS partially

* InR and Python special packages for parallel processing

* (LasTools, ArcGIS Pro in Windows, but these can not be used inTaito.)

» Some others: https://research.csc.fi/geocomputing

Array jobs for GIS

« Same analysis for:
. differentinput files/ map sheets
. different scenarios
. differentvariables
. different time periods

« Suits well if the jobs are independent of each other, for example raster calculator.

« Inmany casesif using map sheets the borders need special care.
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Parallel jobs for GIS

* You have to divide the job to tasks:

oFor vector data it might mean handling the data in chunks.

o For example, if calculating zonal statistics for 10 000 polygons, dividing them 1000
polygon chunks might work well.

oFor raster data some kind of areal division is often most logical.

oFor some repeated analysis it might be easy just to divide the queries to different
tasks.

o For example, if routing or geocoding 1 000 000 addresses, dividing them 10 000
queries per task should work well.

* You normally have to test, what is a good size for data for one task. One
task should take at least ca 10 min.

Be careful with simultaneous opening of files

« If you are using the same input or output files in array or
parallel jobs, depending on software it might cause trouble.

 Solutions:

o0 Make copies of input files for each processes you use.
o Write output to smaller files first, join them later
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Array jobs

* #SBATCH --array=1-100

« Defines to run 100 jobs, where a variable
$SLURM_ARRAY_TASK 1D getseach number (1,2,...100)in turn
as its value. This is then used to launch the actual job (e.qg.

*$ srun myprog input_$SLURM_ARRAY_TASK ID >
output_ $SLURM_ARRAY_TASK 1ID)

e Thus this would run 100 jobs:
srun myprog input_1 > output 1
srun myprog input_2 > output 2
srun myprog input_100 > output_100
« For more information: research.csc.fi/taito-array-jobs

Array jobs, output files

* %j = job number
#SBATCH -0 array_job_out_%j.txt
#SBATCH -e array_job_err_%;.txt

* %A =D of the array job and %a = $SLURM_ARRAY_TASK _ID
#SBATCH -0 array_job_out_%A_%a.txt
#SBATCH -e array_job_err_%A_%a.txt
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Compiling your program

What if the program you want to use is not installed?

* You can install it yourself
oUnder your $HOME, not in the "default” location /usr/bin)

* You can ask help for installation from servicedesk@csc.fi

e A shortoverview:
o https://research.csc.fi/taito-installing-third-party-applications

102
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How to compile a program?

» Typically the source code comes with instructions, read them.

» The CSC environments are explained at:
ohttps://research.csc.fi/taito-compiling-environment
ohttps://research.csc.fi/sisu-compiling-environment

* Always check that the code gives correct results

103 23.10.2018

R inTaito
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R spatial

@ R strong sides
— Statistical analysis
— Raster analysis
— Time-series analysis
— Pointclouds
— Faceted maps
— Repeating workflows

— Usage of external functions:
SagaGlS, GRASS etc

— Rstudio

— Several packages for parallel
computation

@ R weak sides
— Routing
— 3D vector models
— Interactiv map usage
— Data editing
— Different than GUI GIS software

R in Taito, rspatial-env 1

This is an convinience module for loading easily spatial analysis
related R tools. It loads the following software:

* module load rspatial-env

*R(3.5.0, 3.4.3, 3.4.1) with spatial packages:

0geoR, geoRglm, geosphere, ggmap, grid, gstat, GWmodel, lidR, mapproj,
maptools, ncdf4, RandomFields, raster, rgdal, rgeos, rgrass7, rlas RSAGA,
sf, sp, spacetime, spatial, spatial.tools, spatstat, spdep, strucchange.
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R in Taito, rspatial-env 2

srgdal - GDAL/OGR (2.2.1), Proj4 (4.9.3)
*rgeos - GEOS (3.6.1)

*RSAGA™* - Saga GIS (5.0.0)

srgrass’/ - GRASSGIS (7.2.0, without GUI)

* RSAGA gives error messages: "Error: select a tool", but it seems to be a bug of SAGA.
According to our tests it seems that RSAGA commands are working despite the message.

* RSAGA io_gdal library does not work, use gdal_translate from gdalUtils.

rspatial-env and Rstudio

* In NoMachine use Rstudtio with GIS packages, use Applications -> Taito-
shell ->GIS ->RStudio
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Installing R libraries

* Everybody can add R libraries for personal use
oThese override the system ones

» Normally similar to local installations:
oinstall.packages("pkgname™)
oor using Rstudio menus

« If the package needs some external library, the user installation is likely tricky.

« If you think that the package should be useful also for others or requires some
external software to be installed, ask servicedesk@csc.fi

Running R in parallel — principles and practice
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"My R code is slow... what can be done?"

* You should seek to have an understanding which part of your
code is the time consuming one, and why, and how
othe function system.time() can help
ounderstanding the details of the method you are using helps
oknowing how to run a smaller version of the problem helps a lot
ounderstanding even the basics of time complexity helps

* Always be suspicious of for-loops!
» Having more memory almost never helps

* Going parallel may help

Mere presence of more cores does nothing

* With respect to workload cores are not like
locomotives but more like trucks: several cores can
not work on the exact same task

 Simply taking your ordinary R code to a laptop with

By Douglas W. Jones - Own work, Public Domain,

8 instead of 1 otherwise similar cores gives no speed https://commons.wikimedia.org/w/index.php2ourid

boost at all.

» Somebody (possibly you) has to do something to
divide the workload

CCBY-SA3.0,
https://commons.wikimedia.org/w/index.php?curid=228396
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Parallel scaling

 Unfortunately, increasing the number of cores will never
decrease the time needed in the same proportion

* Not all parts of the program will benefit from parallel
computing (Amdahl's law)

» Parallel computing introduces extra work that wouldn't need
to be done when computing serially (overhead)

* Due to these facts increasing the number of cores may help
only up to a point but no further, or even not at all, and it may
depend on many things such as data size

Level zero: not even parallel, just simultaneous

 Can you imagine going around in a computer classroom, firing
up R on every computer and letting each one work on part of
your problem?

osuch as each fitting the same model to 20 different data sets or with 20
different combinations of parameters

» Do you also have access to a cluster with R installed onit?
Good! Then you can do the same without even getting up from
your chair.

* Upside: really easy. Downside: limited usability

Array jobs

in Taito
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Array job with R, giving the mapsheet path as argument B
#!/bin/bash module load rspatial-env

#SBATCH-J array_job # move to the directory where the data files locate

#SBATCH -0 array_job_out_%j.txt cd ~/git/geocomputing/R/contours/array

#SBATCH-e array_job_err_%j.txt # set input file to be processed

#SBATCH -t 00:02:00 name=$(sed -n "$SLURM_ARRAY_TASK_ID"p../mapsheets.txt)
#SBATCH --mem-per-cpu=4000 # run the analysiscommand

#SBATCH --array=1-3 srun Rscript Calc_contours.R$name

#SBATCH-n1

#SBATCH -p serial

Array jobs with R, reading the argument in R script

args = commandArgs(trailingOnly=TRUE)

if (length(args)==0) {
stop("Please give the map sheet number", call.=FALSE)
}else if (length(args)==1) {

mapsheet <- args[1]
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Running R code in parallel

* There are several R packages for parallel computing:
oparallel (snow)
oforeach and doMPI
ORmpi

snow (parallel)

* This R package offers support for simple parallel computing in
R, following the master - workers paradigm

worker worker worker worker
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parallel (snow), batch job file

The execution command that needs to be added to the end of
the batch job file given above is like this:

srun RMPISNOW --no-save -f myrscript.R

csc

parallel (snow), R script

The script should contain a getMPIcluster call which will produce the reference to the
cluster that can be given to various other functions, like in this example:
cl<-getMPIcluster()
funtorun<-function(k){
system.time(sort(runif(1e7)))

}

system.time(a<-clusterApply(cl,1:7,funtorun))
a
stopCluster(cl)

Only the master process continues to run the given script.
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foreach and doParallel

» The foreach package implements a for-loop that uses
iterators, and also allows for parallel execution using its
%dopar% operator.

onow it is definitely you who needs to decide how the work gets divided,
or at least one aspect of that

* It comes with several "parallel backends", of which the doMPI
package should be used on Taito.

» From the foreach vignette: "Running many tiny tasks in
parallel will usually take more time to execute than running
them sequentially”

050 now you need to start paying attention to details

foreach and doMPI, batch job file

The execution command that needs to be added to the end of the
batch job file given above is like this:

srun Rscript --no-save --slave myrscript.R

Note that this starts a number of R sessions equal to the number of
reserved cores that all start to execute the given script. The --slave
option prevents all of them printing the R welcome message etc. to the
common outputfile.
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—+—
foreach and doMPI, R script

The script should include a call to startMPIcluster very close to the beginning, as all the
processes will execute everything before that call, while only the master continues after
that call.

library(doMPI,quietly =TRUE)

cl<-startMPIcluster()

registerDoMPI(cl)

system.time(a<-foreach(i=1:7) %dopar% system.time(sort(runif(1e7))))
a

closeCluster(cl)

Further information

* CSC R documentation: https://research.csc.fi/-/r
* rspatial-env module: https://research.csc.fi/-/rspatial-env

Support: servicedesk@csc.fi

124
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Geoconda

* NumPy, Scipy, Pandas etc.
* GIS Specific packages

» Geopandas

Fiona
Shapely
Rasterio
Rasterstats
cartopy
GDAL/OGR
Networkx
Skimage
Pyproj
Pysal

Rtree
Descartes

module load geoconda
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Installing own Python packages

* Python packages not available by CSC can be installed by user

» Easy installation from Python Packaging Index
opip install - -user package_name
oPackage is installed under SHOME/.local and is available without further actions
OPip tries to take care also of dependencies
* Installing from source with distutils
opythonsetup.py install - -user
* Alternate installation directories
oBoth pip and distutils have - -prefix option for specifying installation directory
opip install --prefix=3HOME/my_modules package_name
oDirectory has to be added to PYTHONPATH:
oexport PYTHONPATH=$PYTHONPATH:$HOME/my_modules/lib/python2.7/site-packages

127

Creating your own conda environment

* Create new environment
 conda create-n my_tools

* Activate/deactivate your new environment
* source activate my_tools

* source activate my_tools

* Install new packages
 condainstall -n my_tools geopandas

* https://conda.io/docs/user-quide/tasks/manage-environments.html#

128
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Running Python code in Taito and Taito Shell

« Same as mostother software
« InTaito Shell: python your_script.py args
« Tosubmitbatch jobs: sbatch batch_job.sh

#1/bin/bash -1

#SBATCH -J python_focal
#SBATCH -0 out.txt
#SBATCH -e err.txt
#SBATCH -t 00:00:20
#SBATCH --cpus-per-task=1
#SBATCH --mem-per-cpu=2
#SBATCH -p serial

# load needed modules
module load geoconda
srun _python your_script.py args

Array jobs and python -

« Read arguments from file row by row and pass to python script

#1/bin/bash -1 Batch job file your_script.py
#SBATCH -J python_focal a

#SBATCH -0 array_job_out_ %A_%a.txt

i i t sys
#SBATCH -e array_job_err_%A_%a.txt 1mpor
#SBATCH -t 00:00:20 filename = sys.argv[1l]

#SBATCH —-cpus—per-task=1 ..do something with the file..
#SBATCH --mem-per-cpu=2
#SBATCH -p serial
#SBATCH --array=1-3

# load needed modules

module load geoconda

name=$(sed -n "$SLURM_ARRAY_TASK_ID"p file_names.txt)
srun python your_script.py $name
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——
Parallel jobs with Multiprocessing Python module

import multiprocessingas mp  Parallel code || from time import sleep Serial code
from time import sleep

def worker(x):
def worker(x): sleep(0.5)
sleep(0.5) return x
return x
if _name__=='_ main__"
if _name__=="_main__" print [worker(i) for i in range(4)]

pool = mp.Pool(processes=4)
print pool.map(worker, range(4))

cProfile

« Toolto help you find out which part of your porgram takes most
execution time
« Let'ssay function A takes 99% execution time
« There's little point trying to optimize performance of anything
else even ifitis very inefficient.
« Usage:
« python-m cProfile my_python_script.py
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Further information

» CSC Python documentation: research.csc.fi/-/python

» Geoconda module: https://research.csc.fi/-/geoconda

» Geo-env module: https://research.csc.fi/-/geo-env

* Multiprocessing: https://docs.python.org/3/library/multiprocessing.html
* cProfile https://docs.python.org/2/library/profile.html

Support: servicedesk@csc.fi

133

GIS software and data in Taito




Geocomputing using CSC resources

24-25.10.2018

68

Taito / Taito-shell pre-installed software for GIS

OoR

oPython
oMatLab/Octave
0GDAL/OGR
0GRASSGIS
olLasTools (some)
oPDAL

oProj4

0QGIS
0SagaGIS
oTaudem
oZonation

https://research.csc.fi/software -> Geosciences
135 8.6.2017

GIS Software not available in Taito

Windows software:

* ArcGIS

» Mapinfo

 LasTools Windows tools

Server software
» GeoServer, MapServer
e PostGIS

Web map libraries
» OpenLayers, Leaflet

136
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GIS Software available in Taito

geo-env module
« Qgis
o GRASS (without gui)
« GDAL
« Proj4
« Taudem
« LAStools (open source tools only)
« PDAL
« Python

» To load saga or grass gui on top of geo-env:
« module load geo-env wxwidgets saga
« module load geo-env grass

137

| <=y G iy @ & https://resear B 9% & »

Jr

Usage

Zonation is part of geo-env module so easiest way to load it
is:

module leoad gec—env

11

Zonation can be then started with

zig4

For more usage information see: hitps://github.com
Iebig/zonation-core and https://github.com/cbig/zenation-
tutorial

Please note that Zonation can use only one core, so
reserving more cores would not help you in any way.

&



Geocomputing using CSC resources

24-25.10.2018

70

Spatial data in Taito

Using different GIS-software in Taito

 Tesh R [pyion Qo5 |
GDAL X X X X

GRASS X X ) X

LasTools X ) ) X

SagaGlS X X ) X

Taudem X ) ) ?

R spatial - X -

packages

Pythongeo X

packages
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. . AR
Shared data area in Taito o
All Paituli open data
+
LUKE
* Hosts large commonly used datasets Multi-source national forest inventory
« Reduces the need to transfer data to Taito NLS

. .. Virtual rasters for DEMs
* Located at /proj/ogiir-csc/

* All Taito users have read access.
* Only CSC personnel have write access.
* For data with open license

« If you think some other dataset should be
included here, ask from servicedesk@csc.fi

https://research.csc.fi/gis data in taito

141

Virtual rasters

« Allows working with dataset of multiple files as if they were a single file.
* XML pointing to actual raster files
« The virtual file doesn't need to be rectangular, it can have holes and the
source files can even have different resolutions
» Taito has ready made virtual rasters for elevation models and a python
tool to create your own for a specific area.

142
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Virtual Rasters in Taito

» Ready made virtual rasters for 2m and 10m dems
* Corresponding to folder structure
* External overviews and xml headers
» A python script to create your own for a specific area
 Syntax:
« python /proj/ogiir-csc/mml/karttalehtijako/vrt_creator.py[-h] [-i] [-0] [-p prefix]
dataset <dem2m/dem10m> polygon output_dir
« -hprinthelp
« -i create individual vrt file for each polygon in shp
« -0 Create overviews
« -p <prefix>adds a prefix to output files

Virtual Rasters with different software

 Can be read by anything that uses GDAL drivers:
« QGIS, GRASS, SAGA, TAUDEM, Python and R packages, GDAL itself
« Virtual rasters can be of different size, working with big virtual rasters does not
suitall.
» QGISisthe bestin vizualizing virtual rasters (if overviews are available).
» Reading a smaller area of a big virtual raster for a certain analysis works well
in Python rasterio, R raster packages and GRASS.
* But there are limitations...
« GRASS requires linking withr.external, but still there is no need to create
copies of actual data
« SAGA uses gdal only forimporting data so you can create a .sgrd copy of
data, not use vrt directly.
« Alotof tools output raster of similar dimensions as input and currently nothing
will create a tiled virtual raster as output.
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Further information

» Geocomputing general: https://research.csc.fi/geocomputing
* GIS data in Taito: https://research.csc.fi/gis data in taito
* Virtual rasters: https://research.csc.fi/virtual_rasters

Support: servicedesk@csc.fi

145

Introduction to CSC’s cloud services

and cPouta

CSC - Finnish expertise in ICTfor research, education;-culture @nd public administration
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csc

CSC’s cloud services and cPouta, setting up a virtual machine

* Part 1: Cloud brainwashing

oCloud concepts
ocPouta web interface

* Part 2: setting up a virtual machine
o Pouta concepts

o Virtual machine’s settings

What cloud?

» Terminology overload, cloud used to mean e.qg.:
o Storage services (Dropbox)
oVirtual server hosting (AmazonWeb Services)
o Software platforms (Google App Engine)
oPretty much any web service (gmail, MS Office 365, ArcGIS Online)
oThe Internet as a whole

« Self-service and automation are the common features
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Virtualization

‘saﬁaue'w BYI0

Managed by
CsC

cPouta
Separation of Responsibilities
cPouta
Infrastructure
(as a Service)
IT skilled user -
(Install sofware,
manages data...) ] _
Managed by g (. =
project manager g
. =
(Setup laas, OS,
network...)

Platform/Software services on top of cPouta

Separation of Responsibilities

IT skilled user
(Install sofware,
manages data...)

Managed by
project manager
IT admin
(Setup laas, OS,
network...)
Managed by
CSsC

cPouta

Infrastructure
(as a Service)

Applications

Data

| |

|

Runtime:

You manage

Middleware

irtualization
Servers

Networking

You manage

V_l_|

sabeuely 18I0

L= =1
Platform
(as a Service)

Applications
Middleware

Virtualization

Networking

Da

Software
(as a Service)

Applications

Middleware

Networking

sabeuepy 18410
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platform

Cloud services at CSC

CSC’s Notebooks
CSC’s Chipster

] @
cPouta ° ®
Infrastructure Platform . Software

(as a Service) (as a Service)

Applications \

(as a Service)

Applications

IT skilled user Applications

(Install sofware,

Managed by 2 =
. =
IT admin = Middleware Middleware Middleware 8-
(Setup laas, OS, Q @
network...) s o/s -
> H
Virtualization Virtualization W @
a

Networking Networking

Networking

+—

cscC

Separation of Responsibilities

IT admin
(Setup laas, OS, network...)

IT skilled user

(Install sofware, manages data...)

VM user

(Runs computations, uses software...)

| JeaScloudexpert Gy | VMadmin | VMser

e Provides
Resources (compute, storage)
Interfaces to access the system

¢ Supports usage of the cloud, but
does not necessarily manage
Virtual Machines (VM)

Does not know what is running on the
VMs

J

L

e Can connect the existing
compute / storage resources

¢ Manages Virtual Machines
root permission for VMs

Installs and maintains Operating
System and other software for
VMs

Pays the software licenses

J

L

e Can connect the existing
compute / storage

e Does not need high
technical level

¢ Knows how to use the VM
to run own calculations

T

\f
CSC technical and science domain support for all steps
—————————————————————————————————ee—————
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Traditional HPC (Taito) vs. laaS (cPouta)
Traditional HPC environment Cloud environment
Virtual Machine
Operating system Same for all: CSC'’s cluster OS Chosen by the user
Software installation Done by cluster administrators Installed by the user
Customers can only install software to their own The user has admin rights

directories, no administrative rights

User accounts Managed by CSC's user administrator Managed by the user

Security e.g. software CSC administrators manage the common software User has more responsibility: e.g.

patches and the OS patching of running machines

Running jobs Jobs need to be sent via the cluster’s Batch The user is free to use or not use a
Scheduling System (BSS = SLURM in Taito) BSS

Environment changes Changes to SW (libraries, compilers) happen. The user can decide on versions.

Snapshot of the Not possible Can save as a Virtual Machine image

environment

Performance Performs well for a variety of tasks Very small virtualization overhead for

most tasks, heavily 1/0 bound and MPI
tasks affected more

cPouta use cases

* Running scientific applications
oComputational clusters
oPre/post process Sisu/Taito bound data

* Running other types of software stacks

oContainerized or non-containerized
oWeb/file servers, load balancers, databases etc

* Virtual computer class

» Ad hoc research data/information sharing
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cPouta examples — Ubuntu server

@ cloud-user@warkshop-ubuntu6: ~ — m} X

-~ ac i
ot responding to ks
nesiraton > . s I Send CiriAltDel
ity >
Getting
started with...
Welcome ko OSGeo-Live 11.0.
See the road-sign Help icon on the Desktep for information about the
Live disc and virtual-machine, including a synopsis of bundled
geospatial packages and a series of quick-start short tutorials.
Ta change the language, log out {lower menu bar), enter the user name
Datab: g guage, log
AL ", click on the password box below it to confirm the user name,
and along the top of the login window is  language drop-down menu
which starts as "en_US". After selecting the language finish entering
the password (it's also "user”) and press the "Log In" button. If it
s doesn't work the first timejust log out and try again.
Desktop GIS. - Sample data
©Once you log back in, there is a keyboard icon on the lower menu bar
that lets you pick the keyboard layout. You can also set it via the
main applications menu with Preferences > Language Support and
§ Preferences > Keyboard Input Methods. See the internationalization
Lﬁ—a | "= quickstartin the 05Geo Live help pages for mere information.
Navigation Workshop
andMaps.+. Installation | Passwords for various things can be found in the passwords.txt file
on the Desktop.
If you need to become "root” (the UNIX super-user) open a Terminal
U and type "sudo su”, then enter “user* as the password iFyou are.
Spatial Tools asked. S e 0
The desktop artwork is based on a map from United States Geological Survey.
The living FAQ can be found here:
‘web Services
il[software Upd...
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cPouta examples - Training with Notebooks

& notebooks.

tps://notebooks.cscfi/#/user-dashboard 9% o QD Yy N D@ a =

o> e ‘
Notebooks Dashboard ~ Groups  Blueprints  Account
General-purpose envirenment with Jupyter and PySpark for Spark
The environment is short-ived and all data is destroyed at the end of the programming (Spark version 2.2.0, 1 GB Memory).

session. Downioad your results!
The environment is short-lived and all data is destroyed al the end of the

Lifetime: 10h 5
session. Download your results!

RStudio Server

Lifetime: 8h

Username: rstudio
Password: will be shown when you run the instance

General-purpose environment with RStudio Server working environment

The environment is short-lived and all data is destroyed at the end of the
session. Download your results!

Lifetime: 10h
State  Name Time Left  Access Actions Details
v pwade-  9n 5dm > Destroy Details
the-sad rowse

cPouta examples - Rstudio on a web accessible container

€ Rstudio P +
1otet cscfi/notebooks/3f174dc 0% - O W L IN D % W =
@ fle Gt Code View Pats Scwon Duld Debwg Profie Toos Hebp s (| ©
O -0l M Gotofile/functio = Addins ~ B Project: (None) =
Console  Terminal & Environment  History  Connections. o
el “ Import Dataset = | & List +

"% Global Environment «
R version 3.5.1 (2018-87-82) -- "Feather Spray"
Copyright (C) 2018 The R Foundation for Statistical Computing
Platform: x86_64-pc-linux-gnu (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

R is a collaborative project with many contributors.
Type 'contributors()’ for more information and
"citation()' on how to cite R or R packages in publications.

Type ‘demo()' for some demos, 'help()' for on-line help, or
‘help.start()’ for an HTML browser interface to help. fhas ol Eacager)| Hislp) Viewss =

Type 'g()' to quit R. Q| NewFolder | O | Upload '@ Delete = Rename | {3 More ~

g O 2 Home
A Name Size Modified
[ Kitematic
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cPouta examples ——
Pebbles PaaS — Or how a complete classroom was migrated to cPouta

1 2 4. GitHub
) Computing
Go to computing dashboard Dasn':malg Create an instance Get course material O
cPouta PI'OjECt' using a web browser

- Fully managed by responsible teacher.

- Own GIS VM and manage access.

- Own platformas a service using old
Notebooks version.

- Implemented course work-flow for
students-Notebook’sinteraction

PERMANENT!

3. —
Connect to the remole computer
using remate deskiop software

5.

Save your work

Local Computer
Student

& Accepted the Exercise-2 assignment

You are ready to go!

You may receive an invtation to join @Pyihon-for-geo-people via email invitation on your behalf. No further a

Your assignment has boon created he

cPouta examples — Geo training with Notebooks

Notebooks Dashboard  Groups  Blueprints  Account

Environments

JupyterLab Rahti Jupyter

Jupyterlab Notebook for interactive lesson materials in Geo-Python course, Jupyter Minimal

University of Helsinki Lifetime: 4h
Lifetime: 6h

Course Introduction to R (self-study)

Course environment with Jupyter and R_ To be used on R for baginners for

v pmen  Gnsm
thered

° The environment is short-lived and all data is destroyed at the end of the
session. Download your results!
Course Introduction to Python (self-study) Note: A bug in Jupyter (ttps /igithub. comvjupyteridocker-stacks/issues/679),
causes "dead kernel” when running R at present. Unti it is resolved, use
Course environment with Jupyter and Python. To be used on CSC RStudio Server” for R
Introduction to Pythen for self study. Lifetime: 10n

The envifonment is short-lived and all data is destrayed at the end of the

Lifetime: 5h

Jupyter Datascience

General-purpose environment with Jupyter and data science packages.
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> C @ @ @ httpsy/notebooks.escfifnotebooks/1dc2883d782 14¢ 0% - O N D ¥ 4 =

Z File Edit View Run Kemel Tabs Settings Help

P + : s (o] 3 Launcher
“la
Name - Last Modified
=
g
£ | Dwok 3 minutes ago (] notebook

)"
- o0
o

Tabt

H
D
o
o
2
-
®

Pythan 3 Julia 062 [
Other
Terminal fext Editor

. ——
cPouta examples - Web Application

[ Redirecting
C () | O masmamom /it

Palvelin paalla

©  Valuma-alueanalyysi
Keskihajonta:
LT

Iteraatioiden lukumaara

Purkupisteen sijainti
__[Uomasegmentin alku +
Lataus Kesto Iter Keskih Esikatselu

T LT T PR DY
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GIS related services

» Web map services
oGeoServer
oMapServer

» Databases
oPostgreSQL/PostGIS

* ArcPy

* Windows* software

Object storage

» Used for storing and sharing data / files.

* Included in Pouta projects

* Ready to use (no need to set up a virtual machine)

» Manage via the Pouta Web interface or via API (s3, swift, python...)
» Data can be accessed from anywhere using URL or via API

» Data can be private, public and temporarily shared

* Limitations:
oObject storage file can not be edited (you can delete and make a new copy)
oNot suitable for databases
oCan not (efficiently) be mounted as file system

164 8.6.2017
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_ ——
Rahti

* Platform-as-a-service (based on OpenShift, Red Hat's distribution of Kubernetes)
* Used for running and orchestrating containers that run applications
« Still you need to install your software and pack it as containers

» Same end goal as cPouta: enable end users to run their own software in the cloud

oweb applications
0APIs/microservices for science
oApache Spark

oJupyter notebooks

» Compared to Pouta, you don’t need to manage virtual machines but you need to
manage containers

165 8.6.2017

Advanced cloud applications - Container orchestration B3
« Running docker containers with Kubernetes lAP' SR
oUsing Magnum for creating resources
oUsed to dividing work between different cloud machines Master
ohttps://research.csc.fi/pouta-container-orchestration _ng"'
* Use cases of cloud geocomputing with workload ﬁ’ﬁ
management framework: il
0JRC Earth Observation Data and Processing Platform Save Slave Slave
oUber
0EOX-Sentinel2 mosaic
oMapillary
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Pouta Clouds in general

» Serviced offered by CSC (hardware in Finland)

True self-service cloud laaS powered by OpenStack

o Deploy your own virtual machines, storage and networks as your
requirements evolve

o No proprietary software to limit scalability

» Simple to create and modify virtual resources
o Choose from Web Ul, CLI or RESTful APIs

 Designed to serve scientific as well as other use cases Opensta ck

o General purpose

o High Performance Computing
o Data Intensive Computing

o Sensitive data

Pouta Clouds AR
cPoutaCloud ePoutaCloud
General descrintion Public type service “Virtual Private Cloud”
P In production since 2013 Direct connections to customer networks
From general pupose use to specialized Designed specifically for
Use cases S ) . L
scientific computing handling sensitive data

ISO/IEC27001 compliant Yes Yes
VAHTI 2/2010 raised information security

. Yes Yes
requirements
Min. Edu. funded Yes Yes
for open Finnish research and education
VM access Internet OPN/MPLS
VM installation, Firewall configuration, Load . .

. Self-service Self-service
Balancing, VM auto-recovery, Backups
Supported Operating Systems NS NS
pp P gy Commercial OS & per vendor license model  Commercial OS & per vendor license model
For more information: https:/research.csc.fi/cloud-computing
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Interfaces

| Web

o0 Works from any modern browser
oLaunch, list, terminate servers

o Server console in the browser

0 Manage storage and networks

e Command line
o Cando all the same things as the web interface and more

o See instructions from https://research.csc.fi/pouta-install-client and
https://research.csc.fi/pouta-client-usage

* API
o0 Managementthrough a programmable interface

cPouta web interface — Project Overview
+ A

Projest M

E— | Overview

Limit Summary

! | /
L4 Instances VCPUs RAM Fioating IPs Security Groups Valumes
s 5

Volume Sterage
Used 0Bytes of 1000GE

Usage Summary

Select a period of time to query its usage:

From: | 2017.00.10 Tol z017.0020 The daie should be In YYYEAINLDE ormat

Aotive Instances: | Active RAM: 1000MS This Period's VCPU-Hours: 8.33 This Period's GB-Hours: 508,83 This Period's RAM-Hours: 326150

Usage & Downiead CSV Summary

Instanc vePUs Disk RAM Time since created

1 068 1000M8 0 minvtes
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cPouta web interface — Instances

ﬁv“* Stng~
Praject v
Project | Compute |
aevee  INStANCES
Volum:
O Instance Name Image Name IP Address Size
Images
= 182.168.145
fecaan g Secmy O workshop_ubunii@ Ubuntu-18.04 Flosting IPs:
Network > = 163.166.25.121
o
Orchestration > S e
deniity >

Instance Name =~

Key Pair

werkshopKey

status

Shuteft

Availability Zone

nova

Task

Nene

er || & Launch Instance

Power State

Shut Down

Time since created

4 days. 8 hours

More Actions

Start Instance

N g~
Project I
i 9
Q | Click here for fiters
o Name * Type Status
lume:
_ o -
images
Access & Security O 3 CentoS6 Image Active
Neswars » o Image Astve
Orchestration >
o > Image Actve
identity >
o > Image Active
a > Image Actve
o » Image Active
O 3 Ubuntu-1404 Image Active
o > Image Active
O 2 Ubuntu-16.04-Cuds Image Active
O 2 workshop_ubunw1s 7 image Active
Displaying 1 ftems

Visibility

Private

Puslic

Public

Puslic

Puslic

Puslic

Public

Puslic

Puslic

Public

Private

Protected

& tmg27 -

+ Craste Image

sk Format size
acowsz 6.62 GE Launch
Qcowsz 455.34 MB Launch

630,22 MB Launch

213G Launch

669.38 MB Launch
acowz 453,95 ME Launch
act 006 45 ME Launch
Qcowsz 38084 MB Launch
acowz 408 82 ME Launch
Qacowz 21268 Launch
REWY 50.00 GB Launch
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cPouta web interface — Access & Security

= Access & Security

Q || +create securiy crous | L

Manage Security Group Rules:
84a7048bb83d)

acKIog. ss

a2-45d7-4bc3-91d5-

O Direstion Ether Type ee Port Range Remote IP Prefix Remote Seourity Group
0 Eges 1Pv8 A Any 0

o Eges 1Pvs Any any 00000

O ingress Pya Tce 220535 193.108.1.024

O ingress 1Fvs Tcp 22550 193.108.2.024

O ingress 1Pyt Tcp 22534 183.188.85.024

cPouta web interface — Access & Security

Project | Computs / Acsess & Security

Compute

Access & Security

Fingerprint

56300070861 97:aE05:19:74:02:80.22:64:43

Preject | Gampute | Ascess & Sseurity

- v
e ACCESS & Security
e
O IPAddress Mapped Fixed IP Address Pool
ty > Displaying 2 items

aum

 Alocate 1P To Project | [T R
stan Actions
-
o pr—




Geocomputing using CSC resources 24-25.10.2018

88

- csc
cPouta web interface — Instances
Al

cPouta, setting up a virtual machine

* Part 1: Cloud brainwashing

o Cloud concepts

ocPoutaweb interface

* Part 2: setting up a virtual machine
oPouta concepts
o Virtual machine’s settings
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Options for installing software

» From an image or Docker container with ready installed
software packages
ofor ex. OSGeolLive

* Installing sofware manually
ofor ex. using apt-get command line

* Scripting tools
ofor ex. Ansible

Virtual Machine Images

* Images are templates for launching (creating) VMs
0You can also launch VMs from volume snapshots (animage created
from aVM or a bootable volume)
» CSC provides ready made images
oBased on different OSs
oUpdated regularly

» Own images could be uploaded for own project
oFor ex. created with VirtualBox or Vmware

oYou can also use installation media to create a VM from scratch and
then create animage out of it
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Virtual Machines

* Virtual Machine =VM = Instance

oA virtual server managed by a OpenStack user
oUser normally logins with ssh key pair
oConsole access via OpenStack Web Ul or ssh connection

oUser gets root permissions and thus can create user accounts
independent of the cloud middleware user accounts.

0VMs are launched using an image

Virtual Machines - Flavors in cPouta
* Flavors specify the resources of aVM
0CPU cores, RAM, root disk, ephemeral disk

standard.small 1000 MB 2000 MB 80GB o
hpc-genl.4core 4 3750 MB 15000 MB 80GB 0GB E";]
hpc-gen2.8core 8 5000 MB 40000 MB 80GB 0GB E":l

10.70GB 2 5000MB  10000MB  20GB 70GB A2 @)

uligu . 1OPY  gosgMB  125000MB  80GB 0GB
gpu.igp (14 cores)
For more information: https://research.csc.fi/pouta-flavours
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Virtual Machines - Flavors in cPouta

Oversubscribed "traditional” cloud Allnon-CPU, non-0intensive

standard.* . . workloads
virtual machines.
Non-oversubscribed, non-HT Sandy .
* 1
hpcgenl. Bridge nodes (Taito) CPU intensive HPC/HTC workloads
hocgen2.* Non-oversubscribed, HT Haswell large Memory and CPU intensive
pcgenz. memory nodes HPC/HTC workloads
i0.* SSD-backed high IOPS nodes IOPS intensive workloads
HPC applications leveraging GPUs
gpu.* SSD-backed NVIDIA Tesla P100 GPGPU Machine-and deep learning

Rendering

For more information: https:/research.csc.fi/pouta-flavours

Volumes (storage types)

* Root disk
» Ephemeral storage
* Persistent volumes

* Volume snapshots
o(Volumes can also be stored as Images)
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Access & Security - Virtual Machines and Internet

* New VMs are not connected to Internet by default
* You need to allocate an IP address to it

» Once connected to Internet anyone could access/use it

* You are responsible of your VMs security
oOperating system, applications, user accounts, firewalls...
0SSH keypairs
o Security groups

Access & Security - Floating IPs (= Public IPs)

* Access to VMs from Internet is provided by floating IPs
* You need to assign IPs to specificVMs

* You can disassociate IP from aVM and it goes back to the pool

* You can allocate IPs for your project (pool of IPS)
oAllocated IPs are ready to be used by VMs
oThese IPs stay the same until you release them
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Access & Security - SSH Key Pairs

» SSH key pairs are used to secure login to the VMs
oYou only need to create it once for each user

oNew VMs created from CSC provided images can only be accessed with
a SSH key (you can change this later if necessary)

For more information: https://research.csc.fi/pouta-getting-started

Access & Security - Security Groups

» Security Groups are sets of firewall rules which limit access to
yourVMs
0By default, all the ports are closed
o0Avoid addingrules to the "default” rule set
OAn instance can have several security groups
oYou can edit/create security groups at any time
0You can add/remove security groups to aVM at any time
oKeep as closed as possiblei.e. limit the IP range if possible

For more information: https://research.csc.fi/pouta-getting-started




